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. Introduction

Organisations
often struggle
understanding
their “place” in
the marketplace

Beyond direct
competitors,

It IS not easy to
identify “like”
companies

Organisational
similarities are
easy to detect
when analysing
their explicit
characteristics

* Similarity of their behaviour, however, is
difficult to analyse and interpret

* This project therefore aims to analyse
behavioural patterns of a business from
Its sales data

» Specifically to identify similarities of beer
brands (USA) based on their weekly sales

3/14



I R I D a t a Selected Brands 51-80
160k

* American market
research company IRI
collects sales data
across the USA

Sum(total_sales)

* The project used the IRl -
data set covering 6 - A
years of sales from 2001 .
to 2 006 across sto I'es, — i S wrous B e, — st
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— brand: DOS EQUIS XX SPECIAL LAGER brand: OLD STYLE
brand: HENRY WEINHARD PRIVATE RESERV — brand: MOLSON ICE
brand: MOOSEHEAD
— brand: NEGRA MODELO
— brand: J W DUNDEES HONEY BROWN LAGER

brand: REDHOOK ESB

markets, and including
panel data

Selected Brands 301-330

 The IRl subset contained -
weekly sales of top 100
brands over the time
period of 313 weeks

Sumitotal_sales)

 Top brands seemed to
act in unison, the lower-
ranking brands showed s
increasingly erratic sales EE—

— brand: SIERRA NEVADA PORTER — brand: MOLSON EXEL

2

W

— brand: FRANZISKANER HEFE
— brand: LEINENKUGEL LIGHT

— brand: SWEETWATER 420 PALE ALE brand: REDHOOK BLONDE ALE brand: SPATEN OKTOBERFEST

brand: BLATZ LIGHT — brand: OTTER CREEK COPPER ALE — brand: MILLER LITE ICE

brand: PAULANER HEFEWEIZEN — brand: LABATT NORDIC NA E brand: WIDMER VARIETY PACK

brand: HOEGAARDEN WHITE ALE brand: NEW BELGIUM SEASONAL WSON CREEK PALE ALE — brand: SAMUEL SMITH QATMEAL STOUT
— brand: LONG TRAIL HIBERNATOR ALE — brand: FULL SAIL WASSAIL WINTER ALE : LEINENKUGEL LEINIE LODG TACKL — brand: OLD VIENNA
— brand: BITBURGER PILSNER brand: HAMMS LIGHT
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. Method: Shapelets
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The analysis of IRI data relied on
dynamic shapelet discovery
a method of time series analysis

Shapelets are distinguishing
segments of time series data
(Grabocka et al 2015, 2016)

Similar concepts:
dynamic time warping (time
stretch) and motifs (discrete)

The novelty of this work is
primarily its business context

Shapelets are most commonly
used for data classification

U-shapelets are unsupervised
shapelets used mainly for time
series clustering (as used here)
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Sample time series and

their selected shapelets
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. Applications

« Typical applications of
shapelets / motifs are in signal
processing, e.q. ECG analysis
to detect heart attacks
(Beggel et al 2019)

e Other applications include
genetic sequence matching
(Whitfield et al 2012) or
iImage analysis
(Zhao & Itti 2016)

 There are an increasing
number of business
applications, e.qg. in the
analysis of stock trading
(Kim et al 2018)

« This project aims at analysis
of product sales grouped by
types, brands and vendors

DEAKIN

UNIVERSITY
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B Method

The shapelets method
Includes the following
(Zakaria et al 2012):

e Calculation of the
distance between two
time series — here
Euclidean distance

e Gap calculation
between the sub-
sequences of a series
resulting from the
introduction of a new
shapelet

* An algorithm extracting
u-shapelets that have
the maximum gap, i.e.
discriminating abilities

* Clustering of a time
series using shapelets
and optimised using a
Rand Index (CRI)

DEAKIN

UNIVERSITY

Algorithm 1. U-shapelets Extraction

Input:

e Dataset D of N (=100) time-series

o Desired length of u-shapelets is ql (=13 weeks=1 quarter)
Output:

o Set of extracted u-shapelets

for each time-series subsequence of length t:

compute the Gap between distances between the subsequence and each of two subsets

if the Gap is maximum:
Check the discriminating ability of that subsequence
Subsequence is added as u-shapelet
Remove similar time-series that have distance less than threshold O
return set of extracted u-shapelets

Algorithm 2. Clustering using Distance Map

Input:

e Time-series T

o Set of extracted u-shapelets S’

o Number of clusters k (random number, then adjust after optimization)

Output:
o C(Class labels, Distance Map, CRI values

for each extracted u-shapelet S’
compute distances towards all time-series T, i.e. sdist(S’, T)
add these distances to the Distance Map
repeat n times to avoid poor clustering
run k-means clustering (based on existing Distance Map)
if clustering results in minimum point-to-centroid distance
get the Cluster Labels
compute CRI of clustering using existing u-shapelets
return Cluster Labels, Distance Map, CRI values




. Process

DEAKIN

UNIVERSITY

Selected 100 brands and
their time series sales data

Extracted 12 shapelets from
the selected time series

The shapelets were then be
matched against each time
series to identify their best
matching sub-sequence

The matching process was
then repeated to address
seasonality
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. Clustering
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Distances between each time series (brand
sales) have been measured against each
shapelet

This resulted in a matrix (see below) where
each brand was an example set described
by variables derived from shapelets

The new example set could then be used
for data clustering and anomaly detection

To determine the importance of each u-
shapelet in distinguishing one cluster from
the others, we measured the weight of
each u-shapelet with respect to the cluster
by using information gain. The higher the
information gain of a shapelet, the more
relevant it is in forming the cluster.

Brand x shapelets matrix

Brand T Cluster 81 52 83 54

ALASKAN AMBER ] 0.346 0.380 0.700 0.845
AMSTEL LIGHT 7 0.392 0.438 0771 0.885
BASS PALE ALE 8 0.700 0.570 0.326 0.900
BECKS 1 0.287 0.377 0.705 0.739
BECKS DARK 7 0434 0433 0656 0870
BLUEMOON BELGIUM WHITE ALE ] 0.426 0.240 0.787 0.927
BUD ICE @ 0.591 0.366 0.699 0.751
BUD ICE LIGHT 2 0.609 0.431 0.482 0.814
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. Cluster Diagnostics

Cluster 1 and its members Cluster 6 and its members

* Clusters should be
consisting of similar
members, i.e. be
cohesive

e Clusters should also
be distinct one from
the others

* Some clusters were
highly cohesive as
they included brands
of near-identical
behaviour (cluster 1)

i
<

ariation of Shapelet Distance within Cluster 6

* Others consisted of
brands having a
greater variety of

behavioural patterns Behavioural similarity were noted in spite of very

(cluster 6) different volume of sales, which indicates that all beer
vendors representing their brands respond to the
identical market conditions and events and are thus
direct competitors !
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. Behavioural Analysis
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Brand behavioural patterns can
be analysed in terms of shapelets
present in their time series, either
individually or by cluster

The cluster centroid (average of
cluster members) represents an
“ideal” cluster member

Here we can see two cluster
centroids 1 and 7 with their most
significant shapelets highlighted

Both clusters share some
similarities described by common
shapelets 1 and 5 present in their
time series

However cluster 1 has an extra
very distinct feature in terms of
shapelet 2, which cannot be well
identified in cluster 7

Centroid of cluster 1 and its behavioural patterns

Matching Shapelets 1-2-5 on Sales of Cluster 1's series
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Average Annual Sales within Cluster

. Further Analysis
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. Summary and References

Time series shapelets are a
novel tool for the analysis of
time series data in science
and engineering

They can be useful for the
analysis of business data

Shapelets allow determination
of behavioural patterns from
sales data

Shapelet clustering helps
identifying market competitors
responding to identical events

Shapelet clusters can be
explored to better understand
the market and its forces
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. Other Projects Involving IRl Data
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Comparison of deep
learning and traditional
methods of analysing
multivariate time series

Investigation of deep
learning techniques to
generate novel insights
from multivariate sales
and marketing data, which
are not available from
other technigues

Investigation of machine
learning methods suitable
for wide rather than deep
time-series data sets

Application of lessons
learnt to other types of
financial data

Rolling Mean & Standard Deviation

300000 A

250000 A

200000 4

150000 -

100000 -

50000 4

04

= Original
= Rolling Mean
= Rolling 5td

$$$$$$$

34



	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14

