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Sensemaking Decision Making

Karl Weick (1993, 1995, 2005) Richard Boland (2008)

Sensemaking is a structured process of  Decision-making is a process aiming to
dealing with ambiguity and uncertainty in evaluate a range of possible actions and
organizational settings, aimed at giving  to select the best alternative

meaning to objects and events from the

past

Sensemaking defines an ongoing socio- Decision making is directed almost
cognitive activity that is initiated by completely and without exception to the
organizational actors seeking future impact of decisions, actions and
understanding and control of their their outcomes

environment

Sensemaking focuses on continuous Decision making focuses on making
generation of insights choices at a specific instance of time

Sensemaking is the prerequisite of informed decision-making
(Namvar and Cybulski 2015, 2016)

Visualisation vs Data Model
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Data Science / Data Analytics Typical approaches to data analytics:
is the systematic study of extracting
actionable knowledge from data.

(Dhar 2013, CACM V56N12)

o Statistical methods
— Linear regression model
— Logistic regression

Data science relies on methods drawn — General linear models
from many disciplines, e.g.: — Multivariate adaptive
O Mathematics regression splines (MARS)
O Statistics — Naive Bayes models
O Operations research a BayeSi_an_ m°de'“”9

_ _ — Association analysis
0 Information science _ Time series analysis
0 Computer science _  Anomaly analysis
0 Artificial intelligence
0 Data visualisation 0 Machine Learning
0 Databases — Decision trees
0 Data warehousing — Neural networks
0 High performance computing — Cluster analysis

— Text mining

— Support vector machines
— Genetic algorithms

— Induction and deduction

The main purpose:
O Sensemaking

0 Decision making
DEAKIN

UNIVERSITY
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Influence of TV Ads on Sales
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Fraud
Investigation

Predicting future,
acting in the present and
explaining the past

Predictive/Explanatory
Model

Mechanics

Creation of analytic models is key
to analytics success

Visualisation of data and results
generated by the model provides
much needed intuition
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CRISP-DM

O Business Understanding:
stating project objectives and
requirements into a data mining problem.

O Data Understanding:
getting familiar with the data and its
interesting features.

O Data Preparation:
getting data ready for modelling,
to include selection of variables, dealing
with errors and omissions, and
transforming data to suit the method.

O Modeling:
various techniques are selected
and applied, and their parameters are
optimised.

o Evaluation:
ensuring that the model meets business
objectives in terms of its function and the
qguality of produced results.

Business Data
Understanding Understanding
Data
Praparation

Modeling

Deployment E -
Data

0 Deployment: Cross Industry Standard Process for
applying the model in practice to solve Data Mining
similar problems using newly collected
data.

o All steps in this process are important, Modern data mining / data analytics tools
each step in the process is complex, provide facilities to plan the entire analytic
which requires significant effort in its workflow, so that it is reusable and able to
planning and later execution. produce repeatable results.

UNIVERSITY
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R /MRO /R Studio — Open source
statistical software with a programming
language and rich libraries

SAS Enterprise Miner / BASE -
Commercial defacto industry

standard in data mining
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72 ¥ we can still refer ta the colums of the matrix or any vectors =
73 at[,1], y=mat[,2], main="unemployment vs Crime” bata
74 “Unemployment Rate”, ylab="Crime / 1000" ) Ocu 79 obs. of 2 variables
75 ©1ga.profil 101 obs. of 330 abl
76 # A1l plotting functions howsver recognize frames art hm 'Els-fgu 1:2] 0,038 0.049 0,058 0.03.
77 plotlcy, col="blue", main="Unemployment vs Crime", val
78 xlab="Unemployment Rate", ylab="Crime / 1000" ) L
79 abline(h=mean(cuscrime), col="orange™) a 10
80 b num [1:3] 23 4
81 # we can make it nicer c int [1:8] 3456
82 in="Unesploynent vs Crime", crime num [1:79] 34.5 114,
83 nemployment Rate”, ylab="crime / 1000" ) 4 um [1:10000] 2.5
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90 # Finally learn about libraries and packages
;79‘1 < — — Unemployment vs Crime
B (icp Lows) = o =
Gttt C/Usera/1acob/Copy Dew/RMISTTE = 8 4 -
> plot(crime) 2 “
> hist(crime) -
> unemplay I
3.8% 4.9% 5.8% 3.9% S5.9% 4.2% 3.7X 5.6% 3.6% B.6% 4.2%
[12] 4.6% 5.8% 5.8% 10.0% 5.6% 3.3% 6.5% 5.5% 7.3% 4.2% 5.1%
[23] 6.2% 4.2% 6.3% 9.1% 6.4% 6.6% 5.2% 4.3% 4.9% 4.0% 8.9% 3 84
[34] 3.5% 7.4% 4.5% 6.4% 5.5% 3.2% 5.5% 3.6% 7.5% 5.5% 6.3% S
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[67] 5.3% 3.9% 4.6% 5.9% 4.0% 2.4% 6.3% 8.1% 5.8% 5.5% 6.9% £ T .
[78] 4.7% 3.3% 9 - 1
46 Levels: 10.0% 2.4% 3.0% 3.2% 3.3% 3.5% 3.6% 3.7% 3.8% 3.9% ... 9.1% g ey
> plot(unemploy) IE: .
> hist(unemploy) ..
Error in hist.default(unenploy) : 'x' must be numeric 2
> unemplay[1)
[1] 3.8% r . . .
46 Levels: 10.0% 2.4% 3.0% 3.2% 3.3% 3.5% 3.6% 3.7% 3.8% 3.9% ... 9.1%
» is.numeric(unemploy[11) 0.04 0.06 0.08 0.10
[1] FaLse
> # Note that R does not support reading %, we need to get it in by hand Unemployment Rate
ubl "78.234%", Fixed=TRUE}
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RapidMiner Studio — Open source /
commercial software with visual
analytic process, flexible integration
framework and great charts
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Identify predictors of health to reduce the
severity of the world’s health problems.

The World Bank approached you to assist
in the identification of the national-level
health quality indicators, which are not
directly linked with health care
expenditure but rather those hidden in the
socio-economic aspects of peoples’ living
conditions. The World Bank seeks to
develop a model of health outcomes,
which would be capable of predicting the
effects of global social, environmental and
economic changes on the lives of people
in different countries. They would also like
to determine a course of action aimed at
improving the situation in the countries
most affected by such changes.

You have been asked to identify a number
of health quality predictors and
subsequently build a k-NN classifier,
Regression and Neural Network models in
R to predict, evaluate and visualise (on
Google Maps) health quality across the
world. Suggest a course of action to
address the world’s health problems.

Copyright © Deakin University

oo°®> English v

@ THE WORLD BANK  working for 3 World Free of Poverty

4 ABOUT DATA RESEARCH LEARNING NEWS  PROJECTS & OPERATIONS  PUBLICATIONS  COUNTRIES

c

New Framewo
National Syste:
The World Bank w
Dett: »ond to |

.

Solar Energy to Power India of the Future 10 Countries N
India's plan t0 ramp up solar power generation is among the Larpest in the world and will heip bring sustainable, Down in Incom
clean, chimate-fnendly electricity 1o millions of pecpie. The Werld Bank Group 5 helping india deliver on its plans £ach year, the Woe
with more than $1 billion in lending over the next year, the Bank Group's largest-ever support for solar power in c
any country.

Select Variables: Identify several socio-economic
predictors of different types of health outcomes.

Explore Data: Visualise your data using Google Maps
(combined with k-NN insights).

Analyse Data: Use correlation in R to establish if there
are any interactions between the selected variables.
Address the issue of multi-collinearity

Create Predictive Models: Create and evaluate
predictive models using k-NN and regression methods.
Compare all models and their performance.

Report: Report your results and propose a course of
action.

Slide 9
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Target: Life expectancy (RF, SQ)

Total fertility is by far the strongest predictor of

DEAKIN

UNIVERSITY

LN: natural logarithm; SQ: square-root; RF: reflected

Adjusted R? = 70.7%; F = 36.7; Validation set correlation = 0.786;
Training n = 75; Validation n = 33

Notes on residuals: homoscedastic; approximately normal;
no influential outliers

Predictor Et?ndard]jfsed p-l VIF life expectancy. Increased fertility is associated
eta coeff. value ; :
with a lower average life expectanc

Adolescent fertility (SQ) 0.129 0.025 | 2.754 N . 9 . P y

: (considering the reflection), holding the other
Adult literacy (RF, LN) -0.188 0.000 | 1.962 predictors constant
GDP per capita (LN) -0.252 0.000 | 1.430
HIV prevalence (LN) 0.179 0.000 1.859
Primary school 0.142 0.001 | 1.214 Cook’s distance can also be used here to
enrolment (RF, LN) detect and remove extreme cases from the
Total fertility (LN) 0.562 0.000 | 3.223 data set.
LN: natural logarithm; SQ: square-root; RF: reflected Residuals vs Leverage
Adjusted R? = 82.7%; F = 117.3; Validation set correlation = 0.895; &
Training n = 147; Validation n = 63 5
Notes on residuals: homoscedastic; approximately normal; g O 20 29
no influential outliers 3 _ — -

% Qy%o ”"";}/‘ -~---400194
Target: HIV prevalence (LN) 2 -] %6 %°_fJ ’ -
Predictor Standardised | p- VIF E 5 ©
beta coeff. value sl L A e =

Total fertility (LN) 0.613 0.000 | 1.383 o - [y 5 -
Female unemployment 0.293 0.000 1.295 = Cookl's distan]ce : ] : :
(SQ) 000 002 004 006 008 010 0.12
Female labour force -0.352 0.000 1.584
(RF, LN) I rtalityRat h Iéevelrlaget i dSanitati
Knowledge of HIV 0.365 0.000 1657 m(mortalityRate ~ schoolEnrolimen improvedSanitation)
amongst females (SQ)
Condom use amongst 0.225 0.002 1.263
15 to 24 year-old
females (SQ)

Total fertility is by far the strongest predictor of
HIV prevalence, with this outcome increasing in
line with fertility, when holding the other
predictors constant.

If you check these variables, you’d think twice if indeed they are good “predictors”, or something different!

Copyright © Deakin University
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Predict Litigation for Compensation
Recovery.

A significant portion of a company’s loss-
expense ratio goes to defending disputed
claims. A major insurance company was
concerned about the rising cost of bodily
injury claims. They want to reduce the cost
of litigation by analysing its transactional
data and creating a predictive model that
could forecast which customers are more
likely to engage lawyers. Such capability is
likely to result in lower claims settlements
and reduced loss ratios.

Create a predictive model in

SAS Enterprise Miner using both
structured and unstructured data of the
past worker’s compensation claims to
determine the likelihood of claim litigation
and the consequent subrogation. Use
several different modelling approaches
and select the most effective one or use all
of them simultaneously in an ensemble.

Copyright © Deakin University

Structured Models: Create a number of predictive
models (e.g. Neural Nets, Regression and Decision
Trees) based on the structured data, evaluate and
optimise their performance

Text Analysis Models: Perform cluster and topic
analysis of the provided text. Evaluate the model
performance

Model Integration: Create an ensemble model
integrating recommendation of all models

Slide 13



This SAS Enterprise Miner model combines structured and
unstructured data to predict possible litigation to recover worker’s
compensation claims, which could add over $200k to the cost of a
claim (valid or invalid).

o Questions
/_}E StatExplore X
/ 4& How much savings can be made when
/

predicting possible litigation over

rd
/ —] worker’s compensation claims?
— e Graph Explore . 0 -
1 Can we improve on this by deploying
text analytics in addition to more

<5 51 Data Partition

*EJ;\ ’"”'—"”“'“‘ 2e

(5 Deciion Tree traditional methods of prediction?
- _’&?2) == P

Model
. -
y Comparison \\
,,Jf ‘\.‘ e
i’f \\\. ==
# —b% | Score

S [IH) Text Cluster
oo o e Tt = ecision [ree

Claims Data
Sample = 3037

Litigation = 37% —*Eﬁ reague |/
Fraud = 3% ‘

ﬁ Worleers Comp -
E22] New Claims

Results (Misclassification in Testing)
Dec Tree (with Text): 21.3%

Text Rule (with Text): 22.2% }3 5%
Dec Tree (no Text): 24.8%
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The main aim of text
analytics is to convert text
variables into a collection of
structured variables that
could be used in prediction.
This process involves:

a
Q

Preparing data

Parsing text variables to
identify significant terms

Filtering terms to create
vector representations of
text where the terms act
as document variables

Clustering term variables
to reduce dimensionality

Creation of topic
variables which represent
co-occurring terms

Use of structured
variables, cluster and
topic variables to create a
predictive model

Model validation, testing
and scoring
15
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Es

Nature
e.g.

b=
SubroFlag
VEHflag
Variable

Body

Target

Cause

Ll Variable Worth
0.10

Yyuom

SubroFlag
Variable

Target =

T
A
)

[IRRNRRNTINN
[

0,06
0,044
0,024
0,00+

two topic and one cluster variables are now considered of higher importance

“Cause” and “Body” (injury). However, as soon as text variables are added
than “Body”, which is clearly captured within the processed text.

yuom

The initial analysis of Workers Compensation data shows the importance of

structured variables via their logworth for predicting subrogation,

Copyright © Deakin University

b Variable Worth
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— J - Statistic Train Validation Statistic Train Validation
l 02+ T T T 0: 72.88% 72.30% 0: 27.27% 20.93%
2 4 [ 8 1l: 27.12% 27.70% 1: 72.73% 79.07%
Count: 1003 740 Count: 55 43

Number of Leaves

b}
-

Train: Average Squared Error
Walid: Average Squared Error

T T T
1 2 ] |

_1_0_+fall +ladder +shoulder,+..

LU T/
= [

—l
Index
e ) :‘) [E Training Percent1 @ Validation Percent 1] ‘1 — l\}
-~ | [E3 it Statistics == (= ‘ r Ilssmg
19 — Target Target Label ‘Flstﬂisﬁcs |EiansucsLabel Train |Vaidaliun |Te€1 SEEQE EE“ . 8 Validat SEDSE é‘“ T 9 validat.
1 J-J_ SubroFlag Subrogation (1=.. _NOBS_ Sum of Frequenc. 1214 911 912 s lElC 58%:;‘: * Msaﬁ.lj_ﬂsl:s s luc 7;;1;; : 17:.19‘.)61;
SubroFlag Subrogation (1= _MISC_ Misclassification 0235585 0256861 0248904 1: 41.91% 43.81% 1: 24.80% 25.04%
J ) —1d SubroFlag Subrogation (1=... _MAX_ Maximum Absalu... 0.903845 0.903846 0.903845 Count: 138 105 Count: 867 £33
J | SubroFlag Subrogation (1=.. _SSE_ Sum of Squared ... 427.2087 346.3466 329.1938 “T
SubroFl Subrogation (1=... _ASE_ A Squared... 0.175951 0.190091 0.180479
- sﬂbzﬂzg sﬂbﬁg:ﬂﬂﬂ (1=.. _RASE_ Rvoegfifer:gu:gq... 0.419465 0.435995 0.424828 Cluster D ~1_0_accident,+involve,auto,+I..
_) SubroFlag Subrugat?on (1=... _DIV_ Divisor for ASE 2428 1822 1824 ‘
|| SubroFlag Subrogation (1=... _DFT_ Total Degrees of 1214 | I
B 14 Or Missing 0 Qr Missing
1 J , | , |
1] Node Td: 11 Wode Td: 1z Node Td:
'\ l n Validation ‘ Statistic Train Validation Statistic Train Validation Statistic Tr
% 46.00% 0: 73.97% £5.45% 0: 75.70% 75.28% 0: 36.
. s 54.00% 1: 26.03% 34.55% 1: 24.30% 24.72% 1: 3. v
\ < >
L
—] ]
)
e - .
A model such as a Decision Tree can be developed and tested to assess its
performance. We can also analyse the model structure to determine the
- impact of text vs structured variables on the produced results.
UNIVERSITY
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Selected | Model Maodel Description Target Train: Valid: Test: Valid: :
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. Rate Rate Rate
1 - Specificity 1-
Decision Tree (3) Decision Tree
Ensemble (2) Avg Ensemble Voting
Y Neural Neural Network SubroFlag  0.204216 0226125 0.223684 0.77
Tree3 Decision Tree (3) SubroFlag 0210804 0245884 0.243421 0.753
TextRule Text Rule Builder SubroFlag 0225955 0.261251 0.245066 0.766
Tree Decision Tree SubroFlag 0246377 0.254665 0241776 0.736
DEAKIN Ensmbl  Ensemble Voting SubroFlag 0248353 0246981 0231908 0715
UNIVERSITY Ensmbl2 Ensemble (2) Avg SubroFlag 0252306 0244786 0.246711 0.787
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Understand the characteristics of
customers for marketing purposes.

Itis a common practice to survey
customers visiting a store to identify their
characteristics, which could subsequently
be used for marketing purposes, e.g. to
target groups of customers with offers
specifically tailored to their needs. This
dataset contains a survey of 6,876
customers visiting a shopping mall in San
Francisco Bay area.

Create an exploratory model in
RapidMiner Studio using the survey data
to segment the customers based on 13
demographics attributes, which can also
be used to estimate income.

An alternative to a survey, customers can
also be studied based on their past
shopping behaviour, their use of loyalty
schemes, online navigation and click
throughs, etc.

Copyright © Deakin University

Cluster Models: Use k-mean clustering of data with
aview to create a marketing campaign targeting
specific segments of customers.

Model Evaluation: Evaluate the cluster model and
determine the optimum number of clusters for the
purpose.

Predictive Models: Use data clusters as new variables
useful in predicting customer income.

Slide 19



DEAKIN

UNIVERSITY

This dataset contains data from a
survey of customers in a shopping
mall in the San Francisco Bay area.

The goal is to identify segments of
customers based on 13 demographics
attributes, which can be used to
estimate income.

First: What kind of problem would
clustering of this data solve?

Method: k-Means,
which searches for centers of
clusters

Initial question:
How many clusters?

B EH % & &

marketing.csv - Excel

FILE HOME IMSERT PAGE LAYOUT FORMULAS DATA. REVIEW VIEW Foxit PDF TEAM
A31 - fe 1
A B C D E F [ H

? £ — [m| X
i Jacab Cybulski -

-

i

L M N

Sex  MaritalStatus  Age Education Occupation YearsinSf Dualincome HouseholdMembers U
1 1 5 5 5 5 3 5

ass Language Income

1 9

:
i 2 1 3 5 1 5 2 3 1 9

4 2 5 1 2 5] 5 1 4 1 1

5 2 5 1 2 4] 3 1 4 1 1

6 1 1 6 4 8 5 3 2 1]

7 1 = bl k] a A 1 2 1 2

. . Clusters represent common I ,

1 characteristics of example groups i ;

| 2 : .

2 Clusters reveal relationships in data : > ~

16 2 L 1

17 2 ) ) 8

= 1 Clusters allows to deal with example ; 2

© 1 groups rather than their instances : ! - - T | s
22 2 5 1 2 3] 5 1 4 1 3 1 7 1 1

23 1 1 3 5 1 5 2 3 1 2 3 7 1 9

24 1 1 4 4 1 5 2 3 0 1 1 7 1 7

25 1 ma:keti“g 4@ 4 1 5 2 3 1 o 1 1 7 1 ‘9 IZ‘
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1. HOUSEHOLD INCOME PA 5. EDUCATION 9. PERSONS IN YOUR HOUSEHOLD

— 1. Less than $10,000 1. Grade 8 or less 1. One... 9. Nine or more
~ | 2. $10,000 to $14,999 2. Grades 9to 11
:_\) 3. $15,000 to $19,999 3. Graduated high school 10. PERSONS IN HOUSEHOLD UNDER 18
) 4. $20,000 to $24,999 4. 1to 3 years of college 0. None... 9. Nine or more
’_:J 5. $25,000 to $29,999 5. College graduate
—j 6. $30,000 to $39,999 6. Grad Study 11. HOUSEHOLDER STATUS
—J 7. $40,000 to $49,999 1. Own
j 8. $50,000 to $74,999 6. OCCUPATION 2. Rent
—j 9. $75,000 or more 1. Professional/Managerial 3. Live with Parents/Family
—J 2. Sales Worker
- 2. SEX 3. Laborer/Driver 12. TYPE OF HOME for n=6876
S 1. Male 4. Clerical/Service Worker 1. House cluster# =
j 2. Female 5. Homemaker 2. Condominium n
‘j 6. Student, HS or College 3. Apartment ’E =59
_J_I 3. MARITAL STATUS 7. Military 4. Mobile Home
- 1. Married 8. Retired 5. Other
19 2. Living together, 9. Unemployed
- 1 ngt married 13. ETHNIC CLASSIFICATION
-~ 3. Divorced or separated 7. HOW LONG LIVED IN SF AREA? 1. American Indian
J 4. Widowed 1. Less than one year 2. Asian
-l 5. Single, never married 2. One to three years 3. Black
3. Four to six years 4. East Indian
4. AGE 4. Seven to ten years 5. Hispanic

1. 14 thru 17 5. More than ten years 6. Pacific Islander

2.18 thru 24 7. White

3. 25thru 34 8. DUAL INCOMES (IF MARRIED) 8. Other

4. 35 thru 44 1. Not Married

5. 45 thru 54 2. Yes 14. LANGUAGE SPOKEN AT HOME?

6. 55 thru 64 3.No 1. English

7. 65 and Over ,
DEAKIN 2. Spanish
UNIVERSITY 3. Other 21
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— 0 Select variables for clustering —to the best 0 Every dimension should
‘\—I of your knowledge they must be important be of equal importance
:){ in defining clusters / segments O  Variables selected for
3 0 Reduce dimensionality — high dimensional clustering should not be
) clusters are hard to find highly related — related
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- :
) : . .
. clustering algorithms
\ "
1 ) Edit Process Tools View Help Al D VI S u al I S e res u |tS for
d 4 7& 9 H g’ " a ‘ ’ " ng- 6 - (* b e [ H?;u Dsf«nn miﬂ»
= Resunoveme:vu X .ﬁ?f‘:ymm (Glustering) 3 % i I n ter p ret atl O n
10
Description
~ 09
W Ny
Folder e o EEEE
View 07 g Ao
Tl e —
g Graph e : 2 cluster_3 cluster_4
3 3 1 0
o4 : || 0.969 0.893
cenola s =R 0115 0.281
. e . 0.330 0.542
r_??l 0536 0.357
Plot B / : 0855 0751
. oo - - 0.001 0.003
= z a 0379 0211
Annotation f:; § - - - 0.149 0.060
= Households 0.356 078 0165 0946 0.606
TypeOfHam: 0.340 0134 0.140 0.104 0.268
DEAKIN ) E EthnicClass 0.726 0727 0.750 0.660 0.696
UNIVERSITY Language  0.038 0.059 0.040 0.091 0.075
Income 0414 0725 0704 0187 0385
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5‘;{ ]+ Stack by: HHStatus e';;i“ a story with
aw g ™ Value: cluster o jj_;_j this data?
1= 5 = Aggregation: count L= -
B =T — B =T S—
=l Sagragatin: = Aggragatan:
e | - e | ot -
[0 use Oy Destinet (0 Use Gty Destint
D mmmmm Dﬂmua«s
Household l I I Dual Income . I I i
o ]

. ) . |
2 Householder status: blue (Own), Variables can be numerical but must be binned!

green (Rent), red (With Family) S—
Clusters 1 and 7 - people living with the e e v
family —

Group by: cluster

0
0 Dual income: red (Not Married), *:_:Z1 e=—— | Stack by: Occupation
green (Yes), blue (No) R =— XZE‘rig‘lﬁiﬁercoum
Clusters 1, 7, 3 and 4 - singles 2 =
0 Occupation: grey blue (Professn), o
yellow (Sales), |. green (Labor), orange
(Clerical), d. blue (Home), |. blue
(Student), red (Military), bright green
(Retired & Unempl) .
i Occupatlon R

Clusters 1 and 7 — mainly students )
0 Conclusion: students are single and live - ¢ attribute val o clust
DEAKIN with their family (cluster 1 and 7) requency ot atiribute values in clusters
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Group by: Duallncome
Stack by: cluster
Value: cluster
Aggregation: count

Can you tell a
story with this
data?

g
H

C) <

|2

)
~

o Household - [  EEE Dual Income
-1 - C
/1) . .
4 All variables need to be nominal
—, O Householder status: or need to be binned
_ 0 (Own), 0.5 (Rent), 1 (With Family)
| Clusters 6 and 4 - people living with the AT T IC R
_'_\)l famlly (1) _’f""" m"“".:“:m,z .............. T
:h a Dual income: - Group by: Occupation
Y 0 (Not Married), 0.5 (Yes), 1 (No) Stack by: cluster
. ) alue: cluster
-n Clusters 0, 4, 6 and 5 — singles (0) Aggregation: count
4 0 Occupation: 0 (Professn), 0.125 (Sales), S -
Y 0.250 (Labor), 0.375 (Clerical), 0.500 =
) (Home), 0.625 (Student), 0.750 (Military), :
0.875 (Retired), 1 (Unempl) .
Clusters 6 and 4 — students (0.625) N I I I l .
0 Conclusion: students are single and live ”OCCUpat'On e e =
with their family (cluster 4 and 6)
Frequency of clusters in attribute values
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Many cluster models directly provide visualization of
their properties, e.g. k-means and its centroids =

Eile Edit Process Tools Yiew Help

QQEE@ ’a "". Ev “.\v (&Ofﬁine-

¥ Result Overview Li ExampleSet (Read CSV) % PerformanceVector (Ferform CPCC)
li ExampleSet (Perform Silhouette) % PerformanceVector (Perform Silhouette) [i ExampleSet (Multiply) 6 Cl
HO N1 N2 N3 B4 [0S HE W7

105

Description 1.00
@ Can you tell a
§ 095 A
. o i
corer . story with this n
View ) /B
i
0.5 data? A
T‘.l l |
..
0.80
Graph
075
o,
Centroid
Table 0.65
%I 0.60
Plot 0.55
s
=] 0.50
Annotation 045
040
035
0.30
0.25
0.20
015
010
0.05
0.00 =
F E] ) 5 5 in [ @ 3 & 2 5
s 5 ] =
& g B g g E E % H g z é é‘
&2 & B K E H] = z 2 £ 5
E S ’ a £ 2 & £
]
g T
£

Cluster 7 (red line): young single men, high-school education, living with
parents in a house, mainly students. A similar chart can be produced
separately to indicate standard deviation in each band of cluster values.
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Clusters should consist of data
points that have high degree of
similarity (small average distance
between cluster members and
centroid).

Clusters themselves (or their
centroids) should be relatively
dissimilar (large average distance
between centroids).

For many applications clusters
should have a similar number of
members (but not always).

There should be a minimum
unclustered data points.

There are several approaches to
measure the “goodness” of data
clustering. RapidMiner provides
several performance metrics for
flat clusters, e.g.

— Distance measures

— Density measures

— Distribution measures

Copyright © Deakin University
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Such measures can be taken
iteratively while varying a number
of model parameters, e.g. k (the
number of clusters).

By plotting the performance
measures against clustering
parameters, it is possible to
detect their best combination,
e.g.

— We can select the best value of k
by finding the smallest value of
clustering performance metric,
e.g. Davies-Bouldin

Some data mining software, such
as R and Python (RapidMiner via
a plugin), support calculation of
cluster silhouettes, which is
based on the ratio between the
average dissimilarity of cluster
members to each other vs. the
from members of other clusters.
The measure of dissimilarity can
be based on many different
metrics.
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File Edit Process Tools View Help

£ Operatars

X —

9Dy > SPIID B-
& operators 0 o o [ ~ Process
CE

‘«* Offline =

Process

I

& ) Data Transformation (3)
E} & Filtering (3)
»
% Remove Duplicates o
P Filter Example Range
B & Text Processing (12)
B &) Filtering (12)

Filter Tokens (by Length)
Filter Tokens (oy Content)
Filter Tokens (oy Region)
Filter Tokens (by POS Ratios)
Filter Tokens (by POS Tags)
Filter Stopwords (Dictionary)
Filter Stopwords (English)
Filter Stopwords (German)

Recommended operators:

@ Retrieve

[ select Attributes

 Decision Tree | 2%

=8 Branch | 21%

[ & Repositories B
Bd-a9 G0 s
WEIEUIT AYGIUTIET UV SIUURES 1
Marketing DBSCAN with Evaluation V2-
Marketing SOM (. V1. B/BI15 557 P -
Marketing k-Means ( -v1.8
Marketing k-Means Nominal with Eval V1
Marketing k-Means Test 125 to 165 Euclide
Marketing k-Means Test 166 to 206 Euclide
Marketing k-Means Test 2 to 122 Euclidean
Marketing k-Means Testto 100
Marketing k-Means Testto 102

51

Read CSV.

Sample

[Ty — exa

P

Filter out bad results
e.g.BD =-

Hormalize

Log to Data Filter Examples

Loop k from 1 to 200

£ %5 @
Home | Design(F®) Resuls (F9)  Acoslerator

[ Parameters

& @ - @&I@\a\uaavquv

@ Loop Parameters

@©

o

[ [E} Edit Parameter Settings...

fail on error v|®

[ synchronize ®

eror handling

@ Compatibilty level (_ 6.4.000%)

a Sample 10% of

your examples
Create aloop

Measure and log
several types of
performance
indices

File Edit Process Tools View Help

EEREY »~ b NIB &-

£ Operatars

) c— CICEC

2] Ql Process Control (40)
& (3 utility (55)

& - c:*omme o
< Process

rocess » ‘@ Loop Parameters »

Design (F8)  Results (FS)  Acoskerator

[oaa;
2

7§7Farameters [
IR L

@ Loop Parameters

1 Marketing k-Means Testto 22 ] Repository Access (8) Generaic D [ B £t Parameter Satings jo
- ) Marketing k-Means Testto 90-190 - 3 Import (26) (5 oo .
Marketing k-Means with Davies Bouldin Ev2 3 Export (17) ﬁ o error handling ®
' Marketing k-Means with Davies Bouldin Lo¢ £ Data Transformation (115) o
Marketing k-Means with Eval Merge kDB R £ 5 Modeling (118) Flgmmras ®
1 Marketing k-Means with Multi Eval (sccb_oo! ] Classification and Regression (53) Muttiply Model Distance 4
— |3 profile 00 - v1. /27715 10:34 PM - (] Attribute Weighting (21) inp ot ea per
! 5 @ Clustering ana Seqmentation (13) e w G
Marketing k-Means Kemel with Loop Multi E [~ eans| [y ot = i
S (2] KD Book i 000) | | @ Aoglomerative Clustering ot S
\ (1 MIS372 Examples iazzs 000 & DBSCAN .
I ] & X-Means
Fiatten Clusterin -
) ® q
| Recommended operalors: v
% x-validation [ Clustering [Distribution Log
=B select Subprocess | 515 ea o o ol hr thr per
0 We can run the @ s — ® - 5 e ron
he the
[ Principal Component Analysis M <o o O . .
process for o SE 2 B . B
BEd3-95 86
Help B
) e —— o
d i ff e r e n t \V} al u es Warketing DBSGAN with Evaluation V2-2
Warketing SOM uscos - vi. 2501 o= S @ K Means Repidfiner Studio Core)
ultiply Exa ihouctte
Warketing k-Heans 2 s
O f k e f r 0 m 2 Marketing k-Means Nominal with Eval Ve o= ol .
y Y. Warketing k-Means Test 125 to 165 Euclide 3~ = %, 6 Synopsis
Warketing k-Means Test 166 to 206 Euclide ot = =
to 10 2 Warketing k-WMeans Test 2 to 122 Euclidean L) :’ This operator performs clustering using
Marketing k-Means Test to 101 the k-means algorithm. Clustering is

concerned with grouping objects
together that are similar to each other
and dissimilar to the objects belonging
to other clusters. Clustering is a
technique for extracting information
from unlabelled data. k-means
clustering is an exclusive clustering
algorithm i.e. each object is assigned to
precisely one of a set of clusters.

Warketing k-Means Testto 10
Warketing k-Means Testto 22 (=
Warketing k-Means Testto 90-190 ¢
Warketing k-WMeans with Davies Bouldin £
Warketing k-WMeans with Davies Bouldin Log
Warketing k-Weans with Eval Merge k-DB R,
Warketing k-Weans with MUl Eval j=cos_oo

Using K-Means (fast), Cluster Distance
3 profile acob_000 - 510:34 PM

[ A . .
. bt oans wi Loop i Eval__ Performance, Item Distribution Performance,
0 Identify b-es_t K gﬁmSZLiZ‘-L”ifffi?“f““‘“"‘”“’""M“"‘E and (Average) Silhouette, Log

ma.y be dlfflcult " This operator performs clustering using I
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O Then investigate
the results

Description
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" w\m"‘.-mum»rmrﬁjruuvergo-?nrx.\t'r. 003 N Dol V77 = Taa cViawe Bud s Des 2200 ) Solin-laee 8} “ Steps of 5
:;h & vy Daw LDumedaan Coud Sedogs  Sgarsacs
. ., ) H . = S = ’ . 5% Lva Wennly 103"""“'-' between 5 and
Rl daeg 0 I Dxamplese Filies Examples) o 800 showed no
;e o significant
m Ii rrez drpl: - oy [} S————— prmm—
St change of
5 P & iy performance:
e i r \" DB is dropping
B B T P I P‘ |
ey hrr'l"::::,:“ e 17 | I\ - iti
P .'" M Sometimes itis
B g 'J |l| .|w'r\'| .1 best to use a
e 3 | \ " '; "-,,lb".”»., f"ﬁ small selection
s / f | .
= : L 11 of variables to
- (-4 N ™ B
o N TYE get clustering,
i MRV .
‘ J '.,J\\ ’ try using only:
: NI A Age, Income
7 | ’ . °_\‘|,.,_ and Occupation.
: i ; | v 1 x SR P I ) ™ 1 EV 1 o 0 ] 3 0
' AR : k DaviesB.. AvgWit.. ltemDis.. Density
- / 176 - 0.196 0.008 -6.034
/. 177 -ca 0.195 0.008 -6.059
178 -ea 0.195 0.008 -5.954
Measure Cluster 179 -ca 0.195 0.008 -5.830
. 180 -ea 0.194 0.008 -5.894
performance based on We hope the best 2 <k <12is o = e Toom | Zme
the selected metrics, here but you cannot always rely 182 1374 0193 o008 5602
such as: on the performance indices! 183 = 0193 0008  -5660
° DaVIeS_Bouldln 184 -ea 0193 0.008 -5.758
bI f d — . 185 -0a 0.192 0.003 -5.715
ue - find minimum Protect yourself against o - o192 | ooos | 5701
» Silhouette empty clusters which 18 - 0.191 0.008 5.778
I\/I_ay need to try produce -00 values in 1 o 0.191 0.008 5772
Silhouettes Davies-Bouldin index
28
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Silhouette plot of pam(x = data.frame(mdata), k = kClusters) 0 Flat clusters can also be visualized
n=6876 8 clusters G using silhouettes (left)

jinjlavecg s

1: 785 | 0.10 0 Silhouettes show distribution of
dissimilarities between data pairs,
2: 1210 | 0.41 i.e. those inside and those outside
clusters (widths)
misplaced 3: 971 060 a  Silhouette widths are in range -1..1,
data points 4t 561 | 048 where the width close to 1 indicates
a point near its medoid, -1 indicates
5: 991 | 030 it should belong to another cluster
6: 679 | 0.36 0 Average silhouette width is a good
indicator of the overall clustering
7: 871 ] 024
clusplot(pam(x = data.frame(mdata), k = kClusters))
8: 808 | 0.13 o
[ | I | I I 1
-0.2 0.0 0.2 04 0.6 0.8 1.0 -

Silhouette width s;
Average silhouette width : 0.33

a Clusters can be visualised by plotting their data
points in 2D space (right)

O The plot preserves proximity of data points and
shows cluster boundaries and their distances

O The method relies on using two principal
components of clustered multidimensional data

Component 2
o

-3

O RapidMiner can only access silhouettes via 2 - 0 ! 2 3
DEAKIN R Or Python SC”ptlng Or pluglns These two components explain Bi??l%p‘;’inoefn:hlpoimvariahility.
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be used to look for the best

0 Silhouette measure e o
identifies best spaced [ —
clusters, especially for Ll EEE
automatic processing I
0 Similarly to other =N
optimisation methods |
silhouette measures could = E Maximum average
i i silhouette width

lust ) suggests the best k
cluster size g §
. ) a /_;\\
0 When we find the maximum i
average silhouette measure, o )
we adopt its k as optimum e —
0 Beware that local maximum | “®: oo v = =
could be misleading, so oo -
experiment with a range of . Sometime the local silhouette AT
N lust . - © . maximum could be misleading. T
reasonable Cluster sizes m oo < In this case the silhouette
—_— o | measure is raising well
a e " beyond k=90
W - EE p . . o [, - L B then:
’Eul oy " uql.lai-m:m,-..nruu.-; t:m | | barpus:fu::umum E A cowsin Cea R b Vel 5 ,‘: k:200 S| I h:0865
= oo .. ; Lae k=300 silh=0.953
B _ b i i Peak: k=400 silh=0.986
T e R k=450 silh=0.838
N ) W L ERNTH ol o 2 I‘u _--'/ k:500 S|Ih:0624
-n!“ ] sepuar i e
DEAKIN
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There are many uses of clustering:
— Data exploration
— Reduction of variables or observations
— Improvement of prediction
As an example, we use clustering and SOM to

generate extra variables that could be used to
improve model prediction.

Note importance of variables after clustering.

inp

Retrieve marketing Hormalize Generate ID Select Attributes

out exa exa
H
HHH

ari

v

0| lef @ joi |
v

Clustering

1 exa E.'- e::F 1 exa @ e::F
Correlation Matrix
v v q

Gradient Boosted Tr...

attribute weight L
cluster 1
SOM_0 0742
TypeOfHome 0.700
Yearsinsf 0.586
Education 0.562
S0M_1 0.557
Age 0.466
Language 0.421
Occupation 0.400
EthnicClass 0.327
Duallncome 0.314
HouseholdMembers  0.043
Under1g 0
Mote that predicted

income would have to be
inferred from its range

Apply Model (2)

exa clu
1 . b
clu )
Set Role
V (| exa @ exa |} tra
ori |}
“ “ !

rmiod lak
unl “ rmioid
v

res

res
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Cluster

1" ELLTIEL T : L2 otml-%n == f 95 pOIiNt
= Resuito -

_)T' B Pi o colour
« ) E | cluster

\J BQI} Matrix

\j |

_IJ A&‘;«an:ed

_) Adaptation Radi ’,f,,, Ly o a.“ta
. status
) as point
(:) colour
—

— 1

g

N

|

‘)

—l

—\l Select SOM

'_) as a chart

| .

"_l A P r eS S Annotation

J\’) Calculate

[} .

—)..-\ Experiment

_— with options

°) What can you

=) say?
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ldentify predictors of crime to assist
community response planning.

A global agency offering services to local
governments across the globe approached
you to create a tool capable of predicting
crime in communities. As a pilot they
provided you with the FBI population and
crime data collected in the USA over the
five year period. Your job is to select a
number of socio-economic predictors of
crime and construct a predictive model to
be used for the capacity planning by the
law enforcement agencies.

You have been asked to identify a number
of socio-economic predictors of several
types of crime. Establish any interactions
between the predictors and targets.

Clean and explore data, use R/ R Studio to
build the k-NN and Naive Bayes classifiers,
as well as Regression models, evaluate
their performance, report the results.

Copyright © Deakin University

Determine manufacturing problems
in vehicles to initiate their recall.

The client is US National Highway Traffic
Safety Administration (NHTSA,
pronounced "NITS-uh"). They are
responsible for reducing deaths, injuries
and economic losses resulting from motor
vehicle crashes. They require an Early
Warning System for potential safety issues
associated with automotive vehicles due
to manufacturing problems. They require
an analytic model to be developed,
capable of predicting the likelihood of a
vehicle crash, based on the vehicle safety
complaints. When the likelihood of
crashes is high, NHTSA will initiate a recall
of vehicles likely to be affected.

You have been asked to create a number
of predictive models using both structured
and text data, evaluate and compare their
performance with SAS Enterprise Miner.

Select the best predictive model and use it
to suggest what vehicles should be
recalled from the roads.
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While the end-to-end analytic process allows analytic teams to
. o intain a big picture of their work’s impact, it is also very
Analytical Capabilities \ main . act, LIS .
/ y P important to remember that ultimately this work is to provide
some value to numerous organizational stakeholders, whether

in the form of quality decisions or business understanding.

L[/

O

Knowledge

)

) & Skills
— Big Data
—) Potential Stakeholder
o~ Value Creation
:) Technical
— Systems &
4 a N [ A
-1 Processes
:)) . Interr?aTI Value Decisions &
A Capabilities, Dimensions Sense-
,_J e.g.: —_—| . \olume making Stakeholders
r_lJ_J ) * Data Sourcing * Scope
- Managerial A¥| -« Transformation * Granularity Range
J Systems & « Combination * Time Depth \
:j Processes \ J
B
—
—J
- ] Values &
Norms

(U /
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Sensemaking is a prerequisite to decision making

The key to data analytics is data modelling

Some of the models are predictive and some explanatory
Data visualisation provides intuition but supports analytics
Analytic process assures reusability of models

There are many analytic tools, in a wide range of features
and prices, some provide very high productivity

While R and Python are the most popular analytic tools
their productivity value is relatively low

The key to high analytic productivity is the process support
Never exclude text from the analytic process
All models need to be optimised

Many measurements used in model optimisation have
“preconditions”, which need to be checked

0 Tools such as SAS EMiner and RapidMiner provide
extensions to enrich their feature set (e.g. R and Python)

O Never lose sight of business value in data analytics!

( O 0O 0 0 0 O

O 0O O O
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Data Science
from Scratch

JoelGrus o -
a8 % 9
v“. o

‘fﬁ!ﬁ;
DATA MINING

Canmani e Re e BRI e

Machine Learning with R
Second Edition

Data Mining
Techniques

Third Edition

DISCOVERING STATISTICS
USING R

For Marketing, Sales,
and Customer

Relationship
Management

AS |
BIgDAANCS | VISUAL
THINKING
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Predictive Analytics
and Data Mining

Concepts and Practice with RapidMiner
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