Predictive Analytics for the Uninitiated

What is Predictive Analytics?
Data mining and model building
Predictive applications

Tools and technology

Analytic process and its design
What is classification

Classification models
— Kk-NN Nearest Neighbour
— Decision trees
Applying predictive model
O Model evaluation
— Training performance
— Hold-out validation
— Cross-validation
QO Model Optimisation Based on notes by Jacob Cybulski

0 Summary and conclusion Also some examples and models
are based on the publically available
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Predictive analytics

encompasses techniques that help
analysing current and historical
facts to make predictions about
future or otherwise unknown events

(Wikipedia)

Predictive analytics

relies on methods and techniques
from many disciplines, to include:
O Mathematics

Statistics

Operations research

Information science

Computer science

Artificial intelligence

Data visualisation

Databases

Data warehousing

High performance computing
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Predictive analytics
provides the foundation of methods to
build models useful in:

a
a
a

explaining the past,
acting in the present, and
predicting the future.

Some inter-related terms
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Data science

Data analytics

Text analytics

Data mining

Data wrangling
Pattern recognition
Machine learning
Cognitive computing
Stream analytics
Descriptive analytics
Predictive analytics
Prescriptive analytics
Decision analytics
Business analytics
Statistics

Slide 2



Predictive analytics gives you an analytics

Influence of TV Ads on Sales

process to analyse data over time, leading to
more refined outcomes and corrective actions.

The process allows analysts to observe real
world entities and then estimate their unknown
or hidden values, identify their classification,
and establish their ranking or grouping in
relationship to each other.

Commonly, the same model can be used for
explanation, decision support and prediction.
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The data sets used in model building are often
very large, as it may include data of their own
or collected by other organisations, also
obtained from open data repositories.
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TV ($K)
Regression with Residuals and Prediction

Advertise
Recommend Assist
Discount Educate Individual Prediction
Characteristics
b \ - Predictive
% v Model
Approve v Investigate
Advise %. Incarcerate Data — Model
WA
_ “Who controls the past controls the
D"';?g;tse future - who controls the present

controls the past”
(George Orwell, 1984)
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Magic Quadrant for Data Science Platforms

Gartner 2017:
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Open Source Toaols:

Q

Q
a
a

R /MRO with R Studio

Python / Anaconda with Spyder
Orange (for Python)

WEKA

O/S Deep Learning Tools:

o Tensorflow, Keras, Caffe, CNTK,

Torch, Theano, MXNet, H20.ali

Commercial / Community Tools:

a
a

RapidMiner Studio
KNIME Analytics Platform

Commercial Tools:

o000 0o
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SAS Enterprise Miner

IBM SPSS Modeler

SAP BusinessObjects
Microsoft Azure ML Studio
Oracle Bl

Alteryx

Approaches:
O Statistical methods

Linear regression
Logistic regression
General linear models
Naive Bayes models
Bayesian modelling
Association analysis
Time series analysis

a Machine Learning

(Adapted from Wikipedia)

Lazy Learners (k-NN)

Decision trees
Neural networks

Cluster analysis

Text mining

Support vector machines
Anomaly analysis

Genetic algorithms
Induction and deduction

Slide 4


http://www.kdnuggets.com/2017/02/gartner-2017-mq-data-science-platforms-gainers-losers.html

O Install RapidMiner O Some great RapidMiner extensions

e

=) — At Deakin AppsOnDemand, we 1. Run RapidMiner and then select

‘7) have RM 6. However, at home Help > Marketplace, now go to...

f'_\j install the most up-to-date 2. Updates Tab: install any updates to
— version of RM Studio 7.xxx RapidMiner (e.g. a newer version)

— — Install RM Studio 7.xxx from: 3. Top Downloads Tab: Text Processing,
- https://rapidminer.com/ Web Mining, Weka Extensions,

D — You need a Laptop or PC Anomaly Detection.
- running Windows, Mac OS or 4. Search Tab: type in SOM and install
= Linux (e.g. Ubuntu); 8-16Gb Self-Organising Map; type in

el RAM; 64 bit OS preferred Recommender and install

- — Onceinstalled, for free and Recommender Extension.

j unrestricted use of RapidMiner 5. Restart RapidMiner

=) Studio you will need to be 6. You are now ready to use RapidMiner

registered as “educational”

1

Studio to do some serious data mining
and data analytics.

)

ot

In case you wanted
to use RapidMiner on
“ your own computer!
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https://rapidminer.com/

Thinking Point on
Classification

0 (Nearly) everything in the world can be described with a set
of unique classes of labels, such as:

— Toyota Prado 2012 in the car yard will be “Sold” today, or
— James’ final mark in MIS171 will be “HD”
0 Objects of the same class can be considered similar.

0 Can werely on the past observations to predict classes
(or labels) of objects yet to be observed and events likely to
happen in the future?

O The answer is Yes and the method is called classification!

DEAKIN
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What am 1?
By my looks!
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Truck!

DEAKIN

UNIVERSITY

Copyright © Deakin University

Trucks have at least 3 axles and/or are red
Cars have 2 axles and/or are small

Decision Tree

Clearly, itis
possible to build
a better decision

tree or select
better variables!

| am not a
truck!
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Trucks are parked near trucks

and cars are parked near cars
k Nearest Neighbours
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What am 1?
Ask three
closest vehicles!

Car
Car

)
°J
‘1)
J
-
BN |
-'_\)

h
P

[

L]

S How about asking more
Truck than three closest vehicles,
perhaps 4, 5 or 6?

What if car attributes are
Truck not measured in meters

DEAKIN but in their age and price?
UNIVERSITY
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In this example, data points consist of pairs of attributes, i.e. the car’s age and

- its price. Can we measure “similarity” between based on their “distance”?
—
19 Months Price 4350000 B 32500 000
825 {|-Tovotas = Tovotas = Tovot . . : .
) ol aS. ‘ji;.a_;ﬁggg‘gi;% Toyotas based on their price (in $1K) and age (in months):
‘1) 775 @ @ooeacn®mo_ O o Is X more like Rav (2017) or Prius (2012)?
~ Ol 42 ERRBER, o
— 725 e B SFESBAB° 7 6 . 2 2
-j 700 6 ° Shomon 6 op dlSt(X; P) = (p(X) - p(P)) +(a(X) — a(P))
) A B EIRRS a0 .
OO ODdaecs o . _ 2 2 ~
—1 85.0 ©APIDOOEDODE G & © dist(X,P) = \/(14 —24)%+(24 - 60)% = V1396 ~ 37
:)J 625 ¢ oD boobaE 0 O @
00 [ gm%%mgcgo oo . 2 2
D G ¥a 3% & Py y i dist(X,R) = |(p(X) — p(R)?+(a(X) — a(R))
-1 550 e @ 0 08 000D DS
—) en ° Sowmo@oeTe © ,
RN 52 o o ©omopmesem 9 8 dist(X,R) = [(14—25)?+(24-0)2 = V697 =~ 24
AR T E U :
47 5 _ _
n ol 1 x cma .
J) ' eo “ % ocem oo @ o ?_r:—:é\\ P-ToyotaPrius
¢ e ° e 8 8% oggo%oéjoe E o E AUQ 2012’ $24K
- & 400 COCD OGD Q Q9
| as e 8 WS W e
9 350 : OOO CD) 2 880 o :
‘1) 25 o B & agop Answer:
- 300 ® ® Xis more like Rav than Prius
_— j:z X: What Toyota am [? § o as dist(C, P) > dist(C, R)
® e Aug 2015, $14K s
200 Actually [ 'am
175 Toyota Corolla
180 R: Toyota Rav
129 Aug 2017, $25K
100
751l Thinking point: ® z
5041« What if price was measured in $1 rather than $1K? o P Py
231+ What if attributes were ordinal, e.g. no of doors? oo o0 -
004 Whatif attributes were nominal; e.g. colour?
DEAKIN 25
UNIVERSITY |j 5,000 7.500 10,000 12,500 15,000 17 500 20,000 22 500 25,000 27 500 30,000 32,500

Now is Aug 2017 Price US $1K
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It stops at red lights

| 3 Pl o) 6:04/10:04

NVIDIA self-driving cars:
Should I drive or stop?
https://www.youtube.com/watch?v=MFONwWOTLLQgE

Top 10 Causes of Death and Associated Risk Factors in the United States, All Ages, 2013

Parenthetical data indicate

percentage o ot deahs | Causes of Death Associated Risk Factors
° o L3 o
' Male Female * ' Male Female ‘
Dietary risks Dietary risks
Ischemic heart disease (20.3%) o Ischemic heart disease (20.3%) 000000 o es0n0e®
Alzheimer disease (8.3%) o Alzheimer disease (12, ® .Tog(gsmoke B.!ngw.essm

:;.‘ ok lar di \ Blood pressure o Tobacco smoke
oJ NS g o (XX ] os000
COPD* (5.8%) o :od'y’mass:dex o :odgm:s mde;

Fasting plasma glucose o Fasting plasma glucose
® ® (XXX )

@
Total cholesterol o Total cholesterol
e e

Low physical activity o Low physical activity
(X ) (XXX

o Glomerular filtration o Glomerular filtration
o (X X ] (X X ]

Chronic kidney disease (2.7%) o Chronic kidney disease (2.6%) ° A"g" g"’; o :’ p""“."""‘

Occupational isks Alcohol and drug use
eso0e

*Chronic obstructive pulmonary disease

USA Institute of Health Metrics and Evaluation:

What are my health risks?
http://www.healthdata.org/infographic/when-and-why-people-
die-united-states-1990-2013

sentiment viz
Tweet Sentiment Visualization
[ Sentim ent | Topics | Heatmap | Tag Cloud | Timeline I Map I Affinity | Narrative | Tweets 4—

active Cybulski (215)

unhappy

Keywords: [Cybulski Query s

Christopher Healey:
Is this tweet positive or negative towards the lecturer?
https://www.csc2.ncsu.edu/faculty/healey/tweet viz/

IBM Watson — Morgan movie trailer:
Is this movie clip sufficiently scary to be included in a trailer?
https://www.youtube.com/watch?v=gJEzuYynaiw

Different kinds of classifications, i.e. to detect obstacles in front of self-driving cars, sense emotion of
movie viewers, explain health risks and identify sentiment of Twitter messages. Once we classify past
examples, we can then apply such classification to future individuals (predict their class / decision).

Copyright © Deakin University
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https://www.youtube.com/watch?v=MF9NwOTLLgE
https://www.youtube.com/watch?v=gJEzuYynaiw
http://www.healthdata.org/infographic/when-and-why-people-die-united-states-1990-2013
https://www.csc2.ncsu.edu/faculty/healey/tweet_viz/

a Classification

o The process of organizing a set of
observations (data samples) into
classes, each identified by a label
(nominal)

O Model (Classifier)

o Existing datais used to create a
classification model

o The model is (usually) simpler
than a collection of samples used
in its creation

O Prediction

o The model is subsequently used
to classify new data, i.e. predict
missing or unknown class labels

Improve

Fly higher Awake

Define / redefine a
business problem

Select / re-select
data

Crawl more

Understand, explore,
prepare and repair data

Evaluate and improve
the models

N

DEAKIN

UNIVERSITY

Create analytic models

Copyright © Deakin University

The Entire Process is More Complex !!!

a
a

Define a business problem

Select data

— Structured and/or unstructured

— What to predict (label)

— What are the predictors (attributes)
Explore and understand data

— Statistics

— Distribution

— Relationships
Build the model

Evaluate model performance
— Training performance
— Hold-out validation
— Cross-validation
Integrate the model with enterprise
systems
Deploy validated model
— Use the validated model
— Predict labelled attribute
— Account for possible error
As the world changes assess the

model results and its performance

—anew model may be needed!
Slide 11
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The management of the legal firm
Righteous Compensation Lawyers
asked you to develop a computer-
assisted method of analysing
Worker’s Compensation claims,
capable of identifying:

Subrogation potential, i.e. possibility of insurance
company to recover all its costs due to the fault
of the parties involved;

Motor-vehicle injuries, detected in claims that are
likely to involve motor-vehicle accidents and
which should be processed within a different
jurisdiction; and finally,

Fraudulent claims.

The firm provided you with a sample of over 3000 examples of claims described in terms of injured body
part, the nature and cause of injury, as well as adjustor notes taken by insurance employees when in
contact with the claimants, their employer or representatives. After the lengthy process, each of the
claims has been verified and annotated with the flags indicating if the injury involved a vehicle (whether
or not stated in the claim), whether it ended in the recovery of all payed entitlements and costs, and

whether or not fraudulent claims have been detected and the applicant eventually sued.

Claim Number  Adjustor Notes Body Part Nature of Injury Cause of Injury Vehicle Flag (... Subrogation... Fraud Flag {...
4487308 Strained necktrying to catch falling product. Meck Sprain/Strain Slip/Fall ] 1 0
208831108 Fingers caught in machine. Finger Contusion Caughtin Machine ] ] 0
1301185908 Claimant caught left hand between two machine so... Hand Laceration Egquipment/Machinery ] ] 0
1716965808 Claimant states that while he and coworker were dri...  Multiple Contusion Struck Object 1 1 0
1924817308 Smashed right second finger, was using a drill pres...  Finger Contusion Struck Object ] ] 0
25003835808 Claimant alleges that he injured his right knee. Thre...  Knee Sprain/Strain Unknown ] 1 0
2525865808 Left ankle pain due to getting in and out of a truck re... Ankle Repetitive Motion Repetitive Motion 1 ] 0
2601331908 While trying to avoid hitting a car out of control, came...  Meck Contusion VA 1 1 0
2613473908 Fellin blast freezer, injured back and side. Back Contusion Struck Object ] ] 0
2614936508 Employee was struck by automobile — contusionto ...  Knee Contusion VA 1 1 0
2701592908 Employee alleges while letting a machine down into...  Shoulder Contusion Struck Object ] 1 0
2714742208 Employee failed to yield and was hit by an oncoming...  Multiple Contusion VA 1 1 0
2829016508 Claimant states he was loading a patio doorontoat..  Knee Sprain/Strain Lifting 1 ] 0
Copyright © Deakin University Sample claims records Slide 12




What we have: data from the past, e.g.

information about the previously processed ExampleSet (2126 examples, 1 special atioute, 4 reqular atrioutes)
C|aimS ClaSSiﬁed by Subrogation ﬂag (Data) Row Ho. Subrogation...  Body Part Mature of Inj.. = Cause ofInj..  Vehicle Flag ...
1 1 Meck Sprain/Strain Slip/Fall 0
2 0 Finger Gantusion Cauohtin la 0
How are we going to do this: we will use training = 1 Mutipl pr(:(;f‘ggivlgr;oifeela;gl:to
datato create a model capable of claim ¢ o Finger classify existing data
5 1 Knee -

classification by subrogation flag (Training).

ExampleSet (911 examples, 4 special attributes, 4 regular attributes)

How would we know if it

Row No. Subrogation...  prediction(S...  confidence{1) confidence(0) Body Part Nature of Inj... Cause of Inj... Vehicle Flag ...
1 0 0 0.200 0.800 Hand Laceration EquipmentM.. 0 worked: we will use the
2 0 0 0200 0500 Anice Validation — Classify validation data not used in
’ ! ! ! ’ e existing cases and training to test accuracy of
4 1 1 1 0 Shoulder compare against known .o . .
classification predictions (Validation).
5 0 1 0.600 0.400 Hand -
ExampleSet (1432 examples, 0 special attributes, & regular attributes) HOW ab 0 ut futu re Ca.S eS
Row No. Claim Number = Adjustor Not... = Body Part Nature of Inj... = Cause of Inj... Vehicle Flag ... W e Wl | | C 0 I | eCt n eW C a.S eS
1 160122408 Lacerationto.. Finger Laceration Struck Object 0 - .
of insurance claims
2 360784508 While unloadi.. Back i Lifting 0 . .
3 860564608 Claimantwa..  Hand New CaSG_S_— C0||eCt_ new without SUbl’OgatIOH ﬂa.g
4 3060046708  Claimantwa.. Head .unCIQSS}fleq data, €. (Deploym ent).
with missing information
5 3160698008 Alleges carpa... Wrist T T Liii= e
Wh at we wan t ExampleSet (1432 examples, 3 special attributes, 6 regular attributes)
wW e W| | I ap p Iy th e Row No. prediction(S.. confidence(1) confidence(0) Claim Number = Adjustor Mot.. = Body Part Nature of Inj.. =~ Cause ofInj... = Vehicle Flag ...
Val | d ated m Od e| tO 1 0 0.200 0.800 160122408 Lacerationto... Finger Laceration Struck Object 0
. 2 0 0.200 0.800 360784508 While unloadi.. Back i/Cizal Lisi o
redict whether or .
p t th | . |d 3 0 0.200 0.800 860564608 Claimantwa.. Hand Appl(;(_:att_lon B Udsel tthe
no e Clalim cou _ predictive model to
. . 4 1 0.800 0.200 3060046708 Claimantwa.. Head classify all new cases
en d | n S u b rog atl O n 5 1 0.800 0.200 3160698008 Alleges carpa...  Wrist Epetnve Mo, Repetve Mo U

(Application).

UNIVERSITY
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Demonstration
Using k-NN Classifier

0 All slides from this point on in the lecture are for your
reference only

Watch and learn from the hands-on demonstration of building
a classification model in RapidMiner Studio

You can also view the demonstration in a pre-recorded video
Observe that all modelling is done in very little steps
You do a little modelling, run and test, then do a little analysis

Try doing the same: watch a little, work with RapidMiner
Studio a little and learn a little

O Enjoy the experience

DEAKIN

(I
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Press Run to RM has two (or more) important views: Design View in which you design your analytic process and

execute the process Results View in which you can inspect data produced by your analytics process, in tables and charts.
il //)acobs Repasitory/MIS171 Examplesto’r‘l?Eq.C omp/Workers Comp V2B Select Attributes — RapidMiner Studio Educational 7..57.003 @ Jacobsj\:\zard - O x
File Edit Process View Connections Clodzj‘gemngs Extensions 4 <
miR=21 DR o P - B Views: Design Results Hadoop Data @) necanerr? ~
Here you find or
Broavse the available e You can drag and drop, Parameters Here you set
read Operators:.- x ) Process » and connect ana|ytic wx S L L 1l @ it Process Operator pa{ameters
v Catasccess 22 F A operators via their ports LT e M
~ 7 Files (16) Read CSV Set Role Select Attributes a4 . < - o
~ P Read (15) P o @l & o exa E exa exa E exa res
== . .
% ReadCsv » F 1 . F 1 . 7 resue o= WK
% Read Excel v ".‘_ '.a"
We found "Spreadshest Table Extraction”, "SAS ’ Each process has Each process has LA SEED B @
e Connector” and 2 more results in the . .
Marketplace. Show mel input ports, where it output ports, where J—— never @
——Hereare your receives data it produces data
Repository encoding SYSTEM v | @
projects or processes
© Add Date =T il Configure Repositary X
» O Sampies ~ v . S 1 3 Hide advanced parameters
i nter parameters to configure your repository.
= . i g patibility (6.0.002)
» EDB ““““ e Your repository name and Change compatibility (6.0.002
~ [@ Jacobs Rep, = I . L .
roject folder location on disk -
- | _ Proj Online help pops up
e I Store Proc [Edit this repository configuration. Alias |Jacnbs Repository | Help h it
Advertisi = ere, so read i
b [ AGDProj{ | Create subfolder Rootdirectory: | c\Users\jacob_000\Drapbox\DeviRapidMiner = Process ' °
b [ Airlines = Copy Ctrl+C RapidMiner Studio Core -
P [ Ames = [® Paste Cri+v Right-click on the “Repository” then synopsis
P FASSOCRY s pop | eation to Clipboard configure RM repository H Save x Cancel The root operator which is the outer most operator of
b [ Automob) % Delete o * - every process.
b [ Bank Ma
€2 Refresh folder F5 Description
Resource Monit & Openinfile browser o Here you c reate an Each process must contain exactly one operator of this
.~"'.< """"" an a| yt | Cc p rocess class, and it must be the root operator of the process.
This operator provides a set of parameters that are of
YO u can as k RM tO global relevance to the process like logging and
V| ew Oth er p an el S Recommended Operators () v E;ﬂ::::::n B
TGt T N O B T 11 £ Retrieve o2 42% [T SelectAfiributes s 6% | [Ij SetRole S50 ApplyModel o 4% .
Parameters

(1) Install RapidMiner. (2) Create a Project folder on your disk drive. (3) Create a Data

folder inside the Project folder. (4) Get CSV files and place them in the Data folder.

(5) Start RapidMiner. (6) Configure RapidMiner repository to point to your Project folder
and be named as you like. (7) Start a new RapidMiner process. (8) Save it inside your

DEAKIN Project folder (or its sub-folder). (9) Run and Explore the Results. (10) Enjoy RM Analytics!

UNIVERSITY
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'!EQU /{Jacobs Repository/MIS171 Examples/Workers Comp/Workers Comp V2A Get Data - RapidMiner Studic Educational 7.5.003 @ Jacobs-Vizard CI . - m] X
ick Results to see the output
File Edit Process View Connections Cloud Seftings Extensions ‘ p
BR=R B b BN e - B Views: Design Results Hadoop Data @ nezarepr v
J V.
" \ Operators Process "'~.. PreSS Ru n to Parameters
) © rocess» | €XECUte the process 100% 8 O O (4 % & 1| 9 Process
o ol -lA » [ Data Access (47) A G BT init M
e\ ¥ [7] Blending (77} Read CSV —
. _ s logfile (1]
b Cleansing (26) - inp fil ¥ ot
o = ==
b Modeling (129) resultiile = |0
r‘ ' b | Scoring (9)
B /iscob: wl Comp/ ‘omp V2A Get Data - RapidMiner Studio Educational 7.5.003 @ Jacobs-Vizard - o x
File Edil Process View Conneclions Cloud Sefiings Eslensions random seed -1 @
) B H-- 92c bR Design Resuts Hadoop Data € riceaner - res
~ send mail never v |@
Result History % M ExampleSet (Read CSV) H ExampleSat Read CSV)
19 — Name Fd Tepe Missing Statislics Fiter (88 atfibutes); 1) Nominal values b4 \ v|@®
Data = = o o
-1 “ Adjustor Notes Text 0 nhead-on [ | ider. (1} Motorve | Jdent (2)  Motor vehicle accident. (2). Non-fault auto accident. (2). . [3032 more] Cl ICk detal IS to see the
J = table of all unique values
BN | sunsies s .
1J A Body Part Pomominal 0 ‘ ‘ | ‘ | Em Ear (3) Back (T06) 52:22;3?, Tﬁﬂfiﬁ“" Nominal value Absolute count Fraction
O fepm wimt A= o |23 more] Rt
n I - Deats & 1 Back 706 0.232 ~ 0
1 Charts = 2 Finger 263 0.087
g | ; SprainStrain (1221), Contusion (941), 3 Head 233 0077
A Nature of Injury Potmominat 0 Death (1) Sprain/Strain (1221) Laceration (262), Fracture (147). A
g | b | - 13 more] 4 Am 215 0071
Advanced Details.
~ | Chare e 5 Hand 200 0.066
- 6 Multiple 160 0053 =
- - - Struck Object (678), SIp/Fal (609)
= A Cause of Injury by t = | [ Emvironmental (3) Siruck Object (678} Lifting (465), MVA (375), 7 Knee 159 0.050
annotaon: - et 102
— Details F: Wrist 136 0.045
9 Leg 131 0.043 =
A Vehicle Flag (1=Maotor Vehicle I Binominal 0 = ‘ ‘ 1(558) 0(2479) 0 (2479).1 (558) 10 Foot 128 0.042
Dstalls... aal Shoulder 120 0.040
12 Ankle 116 0.038
‘ - B 13 Neck 111 0.037
“  Subrogation (1=Yes 0=Ho) Binominal 0 ‘ 1(1135) 0(1902) 0 (1902), 1 (11385)
i : 14 Eye 105 0.035
‘_ Cpen chan 15 Spine 41 0.014
Snowing snmtes 1-8 5 ol 3057 Specl e 0 R srn| . . 0012
roin .
- 17 Elbow 34 0.011
H H H 18 Torso 34 0.011
Click the attribute name to expand its
. 19 Face 26 0.009
details and see the chart 20 Toes 20 0.007
21 Ribs 15 0.005 v
x Close

Read the data — ensure all attributes (variables) are defined correctly. Work in
small steps, so execute this “mini” model and see the resulits.

Conduct a quick overview of the data set. Check the basic statistics (min, max,

DEAKIN mean, median, mode), distribution and values of all attributes.

UNIVERSITY

Copyright © Deakin University Slide 16




rr

[

QL

its cause and injured body part,

i f/Local Repository/MIS171 Examples/Workers Comp/Workers Comp V2A Get Data® — RapidMiner Studio Educational 7.5.003 @ 20FRRI0KW1VO - O X
Eile Edit Process View Conneclions Cloud Seftings Extensions
Q=M (== »]-]In views:| pesion Resurts @ riecanerr -
—_
) Result History % H ExampleSet (Read CSV)
1 m ExampleSet (3037 examples, 0 special atiributes, § regular atiibutes) Filler (3,037 13,037 examples). | all v
e) ot Row No. Claim Number | Adjustor Notes Body Part Nature of Ini...  Causeoflnj..  VehicleFlag... ~Subroga.. L | FraudFlag (..
1 ata
1 4487308 Strained neck trying to catch falling product Neck Sprain/Strain  SlipFall 0 1 0 2
1 ’ ' 1718965808 Claimant states that while he and coworker were driving a delivery truck, it it a bump and he hit his head on the roof caus...  Multiple Gontusion StruckObject 1 1 0
1 E z 6 2500385808 Claimant alleges that he injured his right knee. Three weeks since started employment Failed to keep appointments forli..  Knee Sprain/Strain  Unknown 0 1 0
- Statist
e ' = 2601381908 While iying to aveid hiting a car out of control, came to complete step, andwas struck from behind by another vehicle, dai..  Neck Contusion i 1 1 0
10 2614938508 Employes was struck by automobile — contusion to knee Knee Contusion i 1 1 0
o o .lA = : PR —— S e — e s Shoulder Gontusion StruckObject 0 1 0
W i2iscob " \2A Get Dats - RapidMiner Studic Educations! 75003 @ Jscobs-Vizsrd - o x ‘I
] J Eile Edit Process View Connections Cloug  Settings. Exlensions. Multinl Contusinn MVA 1 1 0
e— g
) V|l B (- . s Dssim Remta | vadooposa g | .
m - S bl Qs
Result History % W ExampleSet [Read CSV) e LT 1 0
J- J J — Chart st Heck B Spine BHead WTces : L= 1 0
o
L33 poeer What bod t * :
- L oo at body par
4 - 1 0
_ i -
PN - ! - was injured in . :
1 s, Comtnan = . } - : :
°) § e car accidents”
s ——
— == i 1 0
1 he Body v 50 J— i |
Chatts 5 B v § | 1 0
Legena Column 2 S L - v
P fm
- S . e :
)
1 sz §
— charts e Cotuma LES
¥ g teves o v §m II I -I l __l__l .
e\ = R s
- 150
ps—
Aggregali lon: 125
- v 1m0 i
mmmmmm = H H N
;;;;;
S . I I I What type of injury, in terms of
=
e = - - . --_ — ; P
=

)

i A is worth thorough investigation
5 o as the most promising
subrogation potential?

Analyse each attribute in more detail, e.g. use column charts to investigate
prevalence of certain attribute values.

Also look for possible relationships between variables, e.g. use stacked
column charts and seek insights emerging from data.

Inspect raw data. If nominal / binomial variables were coded numerically,

DE,N check how it was done. Is coding meaningful and correct?
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'Lgﬂ //Jacobs Repository/MIS171 Examples/Workers Comp/Workers Comp V2B Select Attributes — RapidMiner Studio Educational 7.5.003 @ Jacobs-Vizard

File Edit Process View Connections Cloud Settings Extensions

=l - 9

Operators

>

b [ Data Access (47)
» [ Blending (77)
b [ Cleansing (26)

P || Modeling (129)
» [ Scoring (9)

» [ validation (28)

P 0 Utility (87) v

@ Get more operators from the Marketplace

Repository

@ AddData

1
4

[ WIS T T CRGINES [SCE0_0007

b [ Cars (jlcybuls)

» [ Data (jacob_000)

w = Workers Comp (jlcybuls)
d’ Workers Comp W2 Subr CV (jscob_0
zf Workers Comp V2 Subr Hold-Out
& Workers Comp V2 Text jj=cob_000 -
£ Workers Comp V2 Vehicle jaceb ot
d’ Workers Comp W2A Get Data (j=con

zf Workers Comp V2B Select Attribute
P 77 MMMO0T (jloybuls)

R TTTTTT.Y.C 2 T I——

< [} >

Resource Monitor

4.8 GB used Willuse upto 11 GB

- B Views Design Results Hadoop Data QNeedhe\p?v
Process 0 | ey P.f:.ﬁ:meters
© process » % O PG 7w m| | Fsine
attribute name ‘ Subrogation (1=Yes 0=No) ¥ @ ]
Read CSV Set Role Select Attributes o ErEEE 1abal v|®
VT O L 2 I S
< v v etsomonairoes e, AEMIO ]
u;gjj Select Attributes: attributes : e Su brogatlon
. . _ IS our
:: '?:leezcltﬂ‘:gﬁ?eu:r?i:c:nsmzuﬁisbe chosen. ., I ab el I ed
- 4 attribute
Attributes Selected Attributes
|| | x e X Ft\biliﬁQ.S.UUB[
Adjustor Motes Body Part |
Claim Mumber Cause of Injury
Fraud Flag (1=Yes 0=MNo) Mature of Injury A
Subrogation (1=Yes 0=No)
ehicle Flag (1=Motor Vehicle Involved) EStudIDfDrE
S Which of the claim T
o attrIbUteS are the ised to change the role of one or more
likely predictors of !
subrogation? .
Should vehicle flag
Rocom be included here? L icset coangngnerosotan
=
o Apply x Cancel
Decide what aspect is to be predicted (something we cannot control), which
becomes the target of your investigation, and define it as a “label” attribute.
Select those attributes, which are the potential predictors of the labelled
attribute, and define them as “regular”. Execute the model and check!
Slide 18
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Row No. i 1) Claim Number  Adjustor Not... ~Body Part NatureofInj..  Causeofini. = Vehicle Flag ..
1 0 0.200 0.800 160122408 Lacerationto ...~ Finger Laceration Struck Object 1]
2 0 0.200 0.800 360784508 While unloadi... Back Sprain/Strain  Lifting 0
3 0 0.200 0.800 860564608 Claimantwa..  Hand Contusion StruckObject 0
'%U /f)acobs Repository/MIS171 Examples/Workers Comp/Workers Comp V2D Create and Apply Model™ - RapidMiner Studio Educatic 4 1 0800 0.200 3060046708 Claimant wa. Head Contusion SlipiFall 0
Elle Edit Process View Connections Cloug Sefiings Edensions 5 1 0.800 0.200 3160698008 Alleges carpa..  Wrist Repeitve Mo..  Repetive Mo.. 0
. _
=E |- o P - H Views Design 5 0 o 1 3260013908 Rightfootcon... Foot Contusion StuckObiet 0
7 0 0.200 0.800 3460021808  Usingindustr.. Back Sprain/Strain  EquipmentM.. 0
Operators Process
8 0 0.200 0.800 3460657308 Hithand on Finger Laceration EquipmentM... 0
model X @ process » 9 0 0 1 3560562008 Injuredworke...  Finger Animalinsect.  Animal Atack 0
~ P Export (2) A 10 1 0.800 0.200 36860160008 Employee wa...  Multiple Multiple WMVA 1
T T =, i
¥ = Models (2) Read CSV Set Role Select Attributes 4 annolations — EditList(1).. @
¥, Write Model @t o exa E ea exa E exa ?
%, Wiite Clustering v — or o i time zone SYSTEM A2l
« " Radoop (8) v v L
< il > locale English (United States) ¥ @)
We found "Model Visualization Extension”, :
9 "Model Management” and 4 more results in H encoding W windows-1252 »|®
the Marketplace. Show me! d H H
i Predictions i
Data mo d el ta mod H data set meta data informati "7 EditList(6)... o
Repository . { made
) Add Data = - C r eat ed Ld H +/| read not matching values as missings 0] v
K VYUIRETS GOV QDI GV ([S500_U00 VL 1720 B Lide advanced parameters
lf Workers Comp V2 Subr Hold-Out (jzcot_000 - w1 res
: Change compatibility (7.5.003)
:? Workers Comp V2 Text jzcob_000 - vi, 720017 4 . J
Read CSV (2) Apply Model
n¥ Workers Comp V2 Vehicle | ,_000 - w1 1 G 0 3+ =
Q Workers Comp V2A Get Data (jscob_000 - v v (== | Help
ﬁ* Workers Comp V2B Select Atfributes (jacon_too Wri Model ~
lf Workers Comp V2C Split Data (jzccs_000 - w1, 705 res + 0 I'IteR ? e
egacy Result Access =
:? Workers Comp V2D Create and Apply Model jj=- N eW d at a Dat a res = e
ags: Models
:f Workers Comp VZE Create and Hold Out Valida read S C 0 red
@ Workers Comp V2F Measure Valid Performance Felf=D
e This operator writes a model into a file. The model can be
e v written in three modes i.e. XML XML Zipped and Binary.
i > ump to Tutorial Process
Resource Monitor
Description
The Write Model operator writes the input model into
the file specified by the mode! file parameter. Since
models are often written into files and then loaded for
Recommended Operators () W | | applying them in other processes or applications, this
A operator offers three different writing modes for models.
oI N 4 e ) 2 £ Retrieve st67% VP SpitData 52 31% | PFiterBxamples o2 26% | il Muttiply o 25

The writing mode is controlled by the output type

v

The selected data can now be used to develop a predictive model, e.g. we

could use k-NN (k=5). The new model is then created. The model can then be
written into a file and deployed. It can also be instantly applied to a new data
to predict subrogation opportunities. However, how would we know if the
model produces results that can be trusted?
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COnfUSIOn accuracy: 74.12%
M at r | X true 1 true 0 class precision
J . pred. 1 702 353 66.54%
) //1acobs Repository/MIS171 Examples/Worker ~ Pred. 0 433 1549 78.15%
r)
Eile Edit Process View Connections Cl
= = = = = class recall 61.85% 81.44%
i e Performance reported
°) o IR e — ‘ ‘
— j Operators Process ‘ Parameters
) perform x @ Process » w2 0 L [l g @ K i, Process
1 Carreuiuave Ly A :'. logverbosity init @
% Performance (Classification)
Read CSV SetRole Select Attributes =
% Performance (Binominal Classifica logfile @
-) inp fil ¥ out exa E exa exa E exa
% Performance (Regression) [l
ori ori
S| Perf Cost: Ld resultile =J¢)
& Fefomance (50%6) v v v Data used to
] < i >
random seed -1 @
We found "Model Visualization Extension” and
l “Model Management” in the Marketplace. — : res
-~ Show mel ‘ send mail never (0]
J k-HN Performance
tra mod lab per
~ Repository I i v ’ 1 % [ encoding SYSTEM @
- exa per exa
Multiply
) Add Data =v in o v
g VYUTRETS GUIIP VZ DU GV (EC00_U07 = VT, 7125 res -
A N as Hide advanced parameters
lf Workers Comp V2 Subr Hold-Out (jzcot
' I, Chang patibility (6.0.002]
¢ \ :¥ Workers Comp W2 Text (jsccb_000 - wi L ange compatioll
Qkaars Comp V2 Vehicle (jacob_000 - w1, 7/25
xr _|A QWurkers Comp V2A Get Data (jacob_000 - w1, 7/2¢ Data Set — Help
[y “ lf Workers Comp V2B Select Attributes (jsccb_ooo A
:¥ Workers Comp V2C Create and Apply Model j=c— C O p | ed to b e Process
| Workers Comp V2D Create and Check Tra h d RapidMiner Studio Core
orkers Comp reate and Check Training . T e same ata. res =
QWurkers Comp V2E Split Dala (jacob_000 - v1. 7/ used tWI Ce res Synopsis
" Waorkers Comp V2F Create and Hold Out Valida u S ed to tes t a The root operator which is the outer most operator of
=€ l nf Workers Comp V2G Measure Valid Performanct EVery process.
ARAAT 0 b4
S | i > Description
. ach process must contain exactly one operator of this
4 R Meonit Each pi t contai ctly perator of th
] esource Wonttor class, and it must be the root operator of the process.
This operator provides a set of parameters that are of
) global relevance to the process like logging and
e initialization parameters of the random number
1 Recommended Operators (1) & | | Eonerator.
'-) 4.8 GBused. Willuse upto 11 GB £ Retrieve o8 67% Y spiit Data 2% 37% 2 26% 'E: Subprocess 2 26% Parameters v
rr

Once the model is created it can be tested on the same data that was used to
create it. The model accuracy (the proportion of correct predictions) can then
be reported. This result, however, cannot be trusted — all it tells us is how
much of training data the model can remember!
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Parameters
]
A
main criterion first v @
() /#lacobs Repository/MIS171 Examples/Workers Comp/Workers Comp Y2G Measure Valid Performance - RapidMiner Studic Educations o= - O X
/| accuracy
l Eile Edit Process View Connections Cloud Setfings Extensions |
—
4 = - S b - . Views: Design classification error @ Q Need help? v
Y L
1 ) Operators Process /| kappa Perfo r m an C e ® Parameters
L \ ' perform * o Process » AUC (optimistic) m eas u res 6] T spit Data
\\\\\\\\\\ vy N partitions " Edit Enumeration (2).. | (D
% Performance (Classification) AUC W @ .
-'-JA Read CSV Set Rol Select Attribut
% Performance (Binominal Classifica ﬂ{l- ° ele ribues A sampling type % stratified sampling v |@ Detal I s Of
i g il out oxa oxa exa exa H .
1 9 % Performance (Regression) == | F E o @ o IBEEEILEE) H . v d ata S p I |t (70'30)
% Performance (Costs) | use local random seed @ i .
— ’ i — with stratified
< >
¢ \ We found "Medel Visualization Extension” and focal andom seed 2 v I i
) @ “Model Management' in the Marketplace. H res sam p n g
1 Show me! "
k-NN Performance
— ' - — - o= i) Edit Parameter List: partitions x
Repository v %
e ) SplitData exa per exa S
@ Add Data =~ e Y = —] Edit Parameter List: partitions
— S AVUINETS UL V2 SUL Y SE50_00 VL 1 par : :—? The partitions that should be created.
xfWorkers Comp V2 Subr Hold-Out (jacob_ooo - v1 par’ :: res -
3 » Hide advanced paran
) " Workers Comp V2 Text (=cob_000 - 1, 720117 4 «» Hide advanced paran
Apply Mode! .
\I " Workers Comp V2 Vehicle (jszs 000 - v1, 7 o o ratio
\ xfWorkers Comp V2A GetData (jacob_000 - v1, 772! w % mad .:' Help 07
. ' & Workers Comp V2B Select Attributes (jacon_00o Data Spllt |mp|em ents B . .
& Workers Comp V2C Create and Apply Model j=-= o . H ? SFILt Data J |0 3 |
H H : RapidMiner Studi |0.
— & Workers Comp V2D Create and Check Training ‘hold-out” validation H meg oo pd - -
ags: Divide, Separate, P)
S ¥ Workers Comp V2E Split Data (aces 000 - v1. 7/ y (] [y
-) e oo Confusion matrix / Perf — = =
—_— #1 onfusion matrix / Performance e eorproduced L AdGEnty |, Remove Enty oK
"""" the given ExampleSet. T
< true 1 true 0 class precision
e \ ' p subsets according to the specified relative sizes.
Re pred. 1 188 90 B7.63% ump to Tutorial Process
-
) pred. 0 152 481 75.99% Description
1 - The Split Data operator takes an ExampleSet as its input
class recall 55.29% 84.24% ¥ || and delivers the subsets of that ExampleSet through its
i output ports. The number of subsets (or partitions) and
. \‘ ’ ki EEGEN TN Multiply A —— it e T the relative size of each partition are specified through

We then create a k-NN model (k=5)

The new model can then be applied
to validation data, which was held
out from training

Performance statistics are
calculated and reported

0 Instead, we can split the data into Q
two parts, one to train the model 0
(70%) and one to validate it (30%)

O To ensure the label values are
distributed evenly between these 0
- two parts, we use stratified sampling

UNIVERSITY

Copyright © Deakin University Slide 21




Parameters
. kNN
()l /#1acobs Repository/MIS171 Examples/Workers Comp/Warkers Comp V2G Measure Valid Performance - RapidMiner Studio Educational 7.5.003 @ Jacobs-Vizard kK W 5 @
File Edit Process View Conneclions Cloud Settings Extensions
B - o P- B Views Design Resulls Hadoap Data weighted vote ®
Operators Process p/ measure types MixedMeasures v |@
rft X Process » 100% u
perorm e PPLPLER = mixed measure MixedEuclideanDistance ¥ (1)
= [ FreuLve () ~ bz
% Performance (Classification)
Read CSV Set Role Select Attribut »
% Performance (Binominal Classifica 52| ,00"
[ R exa E exa exa E sal), e
% Performance (Regression) == o W e leferent k
% Performance (Costs) o o T e 4
< i > e . settings for the
We found "Model Visualization Extension™and e
9 “Model Management” in the Marketplace. e res k'NN mOdel
Showms! e
k-
tra mod a
Repository
Split Data = P
@ Add Data =~ = aar
o v
" Workers Comp V2 Subr Hold-Out s=cb_000 - 1 par res
& - — : Hide advanced parameters
Parameters Apply Model
- mod 1z
Y spiit Data w9 Help
I8 " £
partitions “# EditEnumeration (2) (" f Split Data B
5= RapidMiner Studio Core i
S res
" " S Tags: Divide, Separate, Part, Training, Testing, Samples,
sampling type W stratified sampling " ¥ @ s e —
R Synopsis
/| use local random seed o 1]
‘ This operator produces the desired number of subsets of
the given ExampleSet. The ExampleSet is partitioned into
local random seed 2 @ subsets according to the specified relative sizes.
ump to Tutorial Process
Different setting of the Result - Different model performance ..o
“ 9 1 The Split Data operator takes an ExampleSet as its input
local random seed commended Operators ¥ | and delivers the subsets o that ExampleSet through its
. i N . N N output ports. The number of subsets (or partitions) and
fO r d ata S p I |t ; Retrieve <*6o% | Bl muitiply =% 26%  VPFiterExamples 22 24% = 9 Performance (C.. =% 24% the relative size of each partition are specified through "
3 Hide advanced parameters
as

Experiment with different splits of data Experiment with different settings of
between training and validation sets, set the k-NN model, while keeping the
the “local random seed” to values: same random split, set “k” to values:
- 1,2,20,1992,999 - 5,10, 20, 50, 100, 200

— What have you observed? — What have you observed?

DEIN — Why is this happening? — Why is this happening?
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Cross-validate the model by setting 10 folds, so that
model training will be done on 9 folds and
model validation on 1 fold, 10 times.

Process

@) Process » validation »

Details of cross-validation
0% 2 £ 0 43 @ H

Wl //1acobs Repository/MISTT1 Examples/Workers Comp/Workers Comp V2| Cross-Validation - RapidMiner Studio Educational 7.5.003 @ Jac| M . . .
odel created Model passed in for validation
Eile Edit Process View Connections Cloud Settings Extensions NN AppEModel Performance
" .
= - b TN » - . Views: Design tra tra mod mod o pmod @ o Iab lab % per aue,
D d 7 ea he (| e wl Y mod per exa Dat aéf
Operators Process ata paSSe thr ata passe
from (n-1) folds from 1 fold
perform X @ Pprocess »
rIEUIYE 7 ‘ loguerbosity init v ®
% Performance (Classification) s
Read CSV Set Role Select Attributes 3
B Py B I Cl s logfile -]
inp il ¥ ot exa E exa exa E exa s Try k-NN with k=
% Performance (Rearession) (=] - - s 5, 10, 20, 50, 100, 200
% Performance (Costs) What changed? resultfile = R[]
% Performance (Ranking) v Make sure to set random seed to
< i > ‘some specific value, why? ETTITIEEET 1 ©
@ We found "Model Visualization Extension” and
“Model Management”in the Marketplace. Show me! s T never - ®
Repository -
Try random seed to: encoding SYSTEM 0]
© Add Data 1.2,20,1992, 999
OIS U W YL SO0 T T What happened and why? s % Hide advanced parameters
anrkers Comp V2 Vehicle (jacob_000 - v1, 725 & TGS
1, Change compatibili X
@kaers Comp V2A Get Data (jzcoo_000 - vi1. 7. 7
& Workers Comp V2B Select Attributes (j=cos 000 - v, 7 Cro S S _Val I d ati o n
" Workers Comp V2C Create and Apply Model (j=cot_oo ith 10 fold Help
& Workers Comp V2D Create and Check Training Perfo with n= olas E T R A
xf Workers Comp V2E Split Data (jzcob_000 - w1, 772517 7 "’ ‘ RapidMiner studio Core
" Workers Comp V2F Create and Hold Out Validation : B
. P N n Synopsis
accuracy: 72.02% +/- 3.13% (mikro: 72.01%) _
Cross Valldatlon performance The root operator which is the outer most operator of
- every process.
true 1 true 0 class precision o
pred. 1 655 370 63.90% B==cuiption
Each process must contain exactly one operator of this
pred. 0 480 1532 76.14% class, and it must be the root operator of the process.
. | This operator provides a set of parameters that are of
global relevance to the process like logging and
tlass recall 57.71% 80.55% initialization parameters of the random number
v generator.
T = T ’
48068 used Willuse upto 11 68 * Retrieve 22 67% | ) ApplyModel 22 7% | VP Filter Examples 22 26% | Hl wuriply 22 23%
Paramatare 4

When we have a small data sample, the Q
model performance in hold-out validationis
a lot of luck (good or bad)

We may get vastly different model accuracy
depending on the data split

Cross-validation is thus used to determine 0
a more realistic model performance

Copyright © Deakin University

We split data into n folds (n=10)

We use n-1 folds to train the model and
1 fold to validate the model

We repeat it n times, each time using a
different fold for validation

The model performance is then given
as an average performance of n runs
Slide 23




Thinking Point

0 Can the k-NN model be improved by optimizing its accuracy
in respect of many possible “k” values?

O Can the prediction be improved by replacing k-NN with a
different model, e.g.

— Decision Tree, Random Forest or Gradient Boosted Trees
— Logistic Regression or Neural Networks?

0 Can the model be improved by processing the claims’
adjustor notes? Perhaps by relying on the text analytics
methods, which are well supported in RapidMiner, and which
can significantly enhance the model prediction.

0 All such extensions, however, require more advanced
analytic techniques, which are explained in further business
analytics units.

DEAKIN

24

Copyright © Deakin University



Demonstration
Using Decision Trees

O There are many other methods of data classification

0 One of the best performing are Decision Trees (or their
Forests and Ensembles) which can be used for
classification and estimation

O They can use both categorical (nominal) and continuous
(interval) target variables

0 Decision tree structure can be used to generate (business)
rules able to classify or predict target variable based on the
observation attributes

0 Decision tree structure (sometimes) can be used to explain
the prediction process to the client

DEAKIN
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Vehicle Flag (1=Maotor Vehicle Involved)

Caught in Machine

Equipment/Machinery Slip/Fall Struck Object
Fire Fareign Body/Object
MA Pushing/Pulling
Lifting 0
0 0

1

Cause of Injury

Unusual Body Movement

Nature of Injury

Subrogation

Fracture

1

In the previously developed model, all we
have to change is to replace k-NN with one
of many “decision tree” models

SprainfStrain

0

-

Accuracy=72%

Read CSV Set Role Select Attributes

Random Forest Apply Model Performance

a wo med g oo maa ™ %w % wF
¥ (P o ¥ e por -

i) e o v

Validation

Try random seed to:
1,2, 20,1992, 999

What happened and why?

Copyright © Deakin University

inp i é ot exa E g::mm i E:F:
o o

Try k-NN with k=
5,10, 20, 50, 100, 200
What changed?
Make sure to set random seed to
some specific value, why?
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0 Classification is the process of organizing a set of observations into a
collection of labelled classes (categorical / nominal)

0 Classification process commonly includes the model creation, its
improvement and the subsequent use

O Similarity models compare observations to prototypes —
well-known example or representatives, which may include all past
observations — this could facilitate non-parametric classification or
regression

0 Kk Nearest Neighbour (or k-NN) models classify new observations by
considering values of k closest matching prototypes

0 There are many other modelling approaches to classification, e.g.
Decision Trees, Gradient Boosted Trees, Random Forest (which are all
decision trees or their collections)

0 Decision trees often give the best predictive performance

O Performance of classification models is often measured in terms of
their accuracy

0  When the class we want to predict is not balanced, i.e. there are great
many values of one type than others, then a simple accuracy will not
work —there are many advanced approaches to deal with this. A simpler
method is to check a “kappa” statistic which gives a more conservative
assessment of accuracy

O For classification purposes, it is also possible to use models %g
commonly used for estimation, e.g. (logistic) regression and
neural networks. .>
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