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https://thenewstack.io/deep-learning-neural-networks-google-deep-dream/

T
HAT IS ADVANCED ANALYTICS
AND DEEP LEARNING

* Nevural Networks are the most commonly

« Advanced Analytics is the

autonomous or semi-autonomous
examination of data or content
using sophisticated techniques
and tools, typically beyond those
of fraditional business intelligence
(BI), to discover deeper insights,
make predictions, or generate
recommendations (Gartner).

Advanced analytic techniques
include those such as data/text
mining, machine learning, pattern
matching, forecasting,
visualization, semantic analysis,
sentiment analysis, network and
cluster analysis, multivariate
statistics, graph analysis,
simulation, complex event
processing, neural networks.

Deep Learning is a class of
machine learning techniques
which aim at building very large
data mining models used for
classification, estimation and
clustering of data.

used Deep Learning technique.

Neural Networks consist of thousands of
simpler models, called neurons, functionality
of which is based on brain processes, which
can be simulated with mathematical
transformation of data.

Special techniques have been developed
to develop such large neural networks. As
the networks are huge, the methods of
neural network “training” are iterative.

GPUs, the high-performance graphics cards,
which have 1000s of processing cores, allow
efficient creation and use of deep models.

Deep learning packages, such as
Tensorflow, TFLearn, Keras, MxNet, Caffe,
CNI1K, H20, can be used from popular data
analytics software, e.g. Anaconda, R /R
Studio, RapidMiner, SAS, SPSS, Azure, etc.

Kaggle competitions in data mining are
being consistently won by international
teams relying on deep learning solutions to
competition problem:s.



-SAMPLE APPLICATIONS

DEEP LEARNING, Al, MEDIA ANALYTICS

Traditional

« Game playing
 Weather/Climate prediction
» Disease diagnosis

* Image (Satellite) classification
 Image enhancement

- Face/Speech recognition

- Sound recovery

« CAT/MRI scan analysis

« Gravity (Astronomy) study

* Natural language processing
* Hand writing recognition

* Protein/Molecular analysis

* Drug design

« Brain mapping

« CCITV analysis

* Cyber attack detection
 Self-driving cars

* Robotics

Business

Customer churn / risk analysis
Demand forecasting ,
Inventory analysis bug, ln," oF
Stock market prediction a,e"esS a:'v ,f;"s
Real-time sales analysis e vef;f' .
Credit rating analysis .
Insurance claim analysis

Analysis of online user behaviour
Prediction of real estate prices

Inventory management
Recommendation systems

Fashion / style analytics

Clothing, shoe, eyewear fitting

Fraud and anomaly detection

Financial auditing

Classification of media releases

Social media (text) sentiment analysis
Visual (photo/video) sentiment analysis



Current competitions (Sept 2017)

Passenger Screening Algorithm Challenge

,{') Zillow Prize: Zillow's Home Value Prediction (Ze...
—
Zillow

Carvana Image Masking Challenge
Web Traffic Time Series Forecasting
Personalized Medicine: Redefining Cancer Treat..

"5\ NIPS 2017: Non-targeted Adversarial Attack

NON-TARGETED
ATTACK

. f "S\ NIPS 2017: Targeted Adversarial Attack

TARGETED
ATTACK

15\ NIPS 2017: Defense Against Adversarial Attack

DEFENSE

ImageNet Object Detection Challenge

KAGGLE COMPETITIONS
IN DATA MINING

Featured All  Mine Upvotec

! Sl All the news

143,000 articles from 15

Cervical Cancer Risk Classification
prediction of cancer indicators

Human Resources Analytics

Why are our best and most experience

Credit Card Fraud Detection

Anonymized credit card transactions labeled as fra

#Charlottesville on Twitter

pshot of American history in the

Austin 311 Calls

463 iblic Complaint

Crop Nutrient Database

Past competitions
Very large data sets




SOME (VERY FAMOUS AND) RECENT
DEEP LEARNING SYSTEMS

Adding sound to silent movies
https://youtu.be/OFW99AQMMc8

ALY o~ P

Understanding images Deep image colorisation
hitps://research.googleblog.com/ hitp://richzhang.github.io/colorization/
2014/09/building-deeper- hitps://www.youtube.com/watch?v=eL5ilZgM89Q

understanding-of-images.hitml
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Generation of image descriptions Creation of “artistic” images from sketches and videos
http://cs.stanford.edu/people/karpathy/deepimagesent/ https://www.youtube.com/watch?v=fu2fzx4w3ml
hitps://www.youtube.com/watch?v=FzvILEB 3KY



http://richzhang.github.io/colorization/
https://www.youtube.com/watch?v=eL5ilZgM89Q
https://youtu.be/0FW99AQmMc8
http://cs.stanford.edu/people/karpathy/deepimagesent/
https://research.googleblog.com/2014/09/building-deeper-understanding-of-images.html
https://www.youtube.com/watch?v=fu2fzx4w3mI
https://www.youtube.com/watch?v=FzvTLEB_3KY
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SOME (VERY FAMOUS AND) RECENT
DEEP LEARNING SYSTEMS
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NVIDIA self-driving cars: Deep learning navigates streets,
avoids obstacles, obeys traffic signs and rules
https://www.youtube.com/watch?v=MFINwOTLLgE

IBM Watson - Morgan movie trailer: Identifies movie clips that
have emotional content for them to be included in a trailer
https://www.youtube.com/watch?v=gJEzuYynaiw

Google Inception network is used in image recognition. For example, it is able to identify a
person in a photo (Admiral Grace Hooper) and the fact that she is wearing a uniform.
https://www.tensorflow.org/tutorials/image recognition

Common features: until now exclusively in human
domain, very large data sets, fuzzy features, once
deployed - real-time performance.
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https://www.tensorflow.org/tutorials/image_recognition
https://www.youtube.com/watch?v=MF9NwOTLLgE
https://www.youtube.com/watch?v=gJEzuYynaiw
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EARS & KNOBS OF DEEP LEARNING

DEEP NEURAL NETWORKS

https://en.wikipedia.org/wiki/Activation_function

* Neuvral networks take numeric variables on input and * The aim. of neural network training is
produce numeric or categorical variables on output to identify the most suitable network
« The network consists of (great) many layers architecture, the weights of the

connections and biases from the set

« Each layer consists of neurons, each connected with all .
of input-output examples

neurons of the previous layer via weighed edges

» Each neuron calculates a weighted sum of all values » After training the neural network can
from the previous layer - similar to logistic regression predict the output from new,

« A constant value, called bias, is added to the sum previously unknown inputs

« A non-linear activation function is finally applied to .

There exist many algorithms of neural
transform and scale the result network fraining and optimisation



HOW DOES IT WORK?

File Edit View History Bookmarks Tools Help

[E] A Neural Network Playgrour X 4=
c wBe 9 3 & 2

£ tensorflow.org
Getting Started

B Most Visited @ Jacob @ Mail ™M Gmail &3 YouTube (@) DeakinSync @ CloudDeakin & OneDrive W Twitter [ Linkedin fiJ Scholar @ Kindle Cloud Reader @ Visanalytics ) GitHub [} Azure ML @ Azure Dashboard [5] Localhost [€] VisCFP

Tinker With a Neural Network Right Here in Your Browser.
Don't Worry, You Can't Break It. We Promise.

Classification

+ — 4 HIDDEN LAYERS OUTPUT

FEATURES
Test loss 0.056
+ - + - + - + -

5 neurons 7 neurons 5 neurons 2 neurons

oo llve



http://playground.tensorflow.org/#activation=tanh&batchSize=10&dataset=circle&regDataset=reg-plane&learningRate=0.03&regularizationRate=0&noise=0&networkShape=4,2&seed=0.00761&showTestData=false&discretize=false&percTrainData=50&x=true&y=true&xTimesY=false&xSquared=false&ySquared=false&cosX=false&sinX=false&cosY=false&sinY=false&collectStats=false&problem=classification&initZero=false&hideText=false

WHAT MAKES DEEP LEARNING

2013 - Google and Stanford Al Lab ($SS)

STANFORD Al LAB
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600 kWatts
$5,000,000

3 GPU-Accelerated Servers 4 kWatts
12 GPUs » 18,432 cores 533’000

1,000 CPU Servers \
2,000 CPUs « 16,000 cores ‘

with y show that main classification algorithms run on a single instance with
a GPU are faster than on a cluster of hundred CPU instances with distributed technologies such as
SPARK.

2017 - Amazon.com Lambda K-
Deep Learning DevBox - with

4x NVIDIA GTX TITAN X 12GB,
1.2 kWatts, Ubuntu 14.04 LTS,
CUDA, Caffe, Torch, and CuDNN
(USS$14,899 + $26.49 shipping)

WORK EFFICIENTLYe GPUs!

CPU = Central Processing Unit
Makes you computer run

GPU = Graphical Processing Unit
Displays graphics on your monitor

CPUs are used in all computers
GPUs are used in all computers

In the past, high-performance GPUs have been
designed for gaming and specialist video,
VR / AR applications

NVIDIA released programmable GPU with
1000s of CUDA “cores”, each allowing parallel
execution of a simple program

NVIDIA GTX 1080 Ti GPU has:
Your laptop CPU has: 4 to 16 cores

Cost of NVIDIA GTX 1080 Ti GPU:

Typical gaming computer can support up to
4 NVIDIA GPUs (1.2kWatts):

Total cost of each NVIDIA GPU-based high
performance computer for deep learning is
(Deakin Business School 2017):




NSPIRED AT ICM VISLAB, POLAND

DEEP LEARNING AT DEAKIN

Example Project at ICM VisLab (2 wks)

A German hospital required
assistance with postoperative
diagnosis of Achilles tendon injuries.

They provided VisLab with 2000 CAT
scans (in 7 planes) with additional
information of previous diagnoses.

VisLab staff experienced in Medicine,
Maths and IT used this information to
create a of
medical images, using UC Berkeley
Caffe deployed on the National
Supercomputer Infrastructure.

The reported performance (98%)
exceeded that of professional
diagnosticians and lead to consulting
contracts and publications.

RapidMiner
Analytic Process

Projects at Deakin — No longer dark science

DBS researchers and external partners will collaborate
with DISBA staff to acquire and pre-process data, and
then create, test and deploy

The facility will rely on self-service analytics, possible
via high-level analytic workflow tools, allowing
researchers to focus on modelling of analytic solutions
and interpretation of results via data visualization.

All modelling tasks will be carried out in a dedicated
lab, on high-capacity PCs, equipped with special
purpose hardware and software to support deep
learning tasks. Projects exceeding the lab capacity
will be conducted using Deakin or external cloud
services (paid for on a project-by-project basis).

Projects resulting from collaboration between DBS and
DISBA staff will result in joint publications, grants and
HDR supervision.



Data analytics is a complex process, which requires
many inter-related activities, which need to be

streamlined and rigorous.

Data analytics for research, to be effective and efficient,
requires a streamlined business-like process.

Data analytics for business, to be respectable and

reproducible, needs scientific rigour.

Assess results

Define / redefine a
business problem

~

Deploy and manage
analytic solutions

\

Select / re-select
data

l

Understand, explore,
prepare and repair data

FY

Discover relationships
in data

ANALYTIC PROCESS

Define a business problem

Select data
Structured and/or unstructured
What to predict (label)
*  What are the predictors (attributes)

Explore and understand data
Statistics
Distribution
Relationships

Build the model

Evaluate model performance
* Training performance
* Hold-out validation
Cross-validation

Integrate the model with enterprise
systems

Deploy validated model
* Use the validated model
* Predict labelled atiribute
* Account for possible error

As the world changes assess the
model results and its performance
- a new model may be needed!

Slide 11



| Text processing

Transform Cases Tokenize Stem (Snowball) Filter Stopwords (En... Filter Tokens (by Le...

doc

t,

) //1acobs Repositary/ Airlines Skytrax/Airines Classification V3 Text, Train and Score” - RapidMiner Studio Educational @ Jacobs-Vizard

File Edit Process View Connections Cloud Seftings Extensions

H - A’ B - Design Results Hadoop Data

iInmen

Operators Process

e— ' Passenger groups

5
» [ Blending (77) es Train Filter Examples Select Text Only Set Role Jacob Cybulski Joofe
» Cleansing (26) y ot oa exa exa ] exa exa ] e Predictive Text Analytics Model

c r H B
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v 5 Predictive (61)
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DEEP LEARNING PROJECT
Sp— KING COUNTY REAL-ESTATE

Contextualisation

Modelling Analytic Process

* Acquiring data

N * Cleaning daia

e - : + Model training

e 8 o ottt * Model validation

KerasModellOObject e Model opﬁmisaﬁon
+ Data visualisation

* Reporting results

Layer (tvpe) Oucput Shape

dense_1 (Dense) (None, 50)

dropout_1 (Dropout) (None, 50)

dense_2 (Dense) (None, 30)

dropout_2 (Dropout) (None, 30)

dense_3 (Dense) (None, 20)

dropout_3 (Dropout) (None, 20)

dense_4 (Dense) (None, 10)

dense 5 (Dense) (None, 1)

PerformanceVectar

PerformanceVector:

root_mean_squared_srror: 76966.348 +/- 0.000
absolute_error: S4851.875 +/- 53991.578
correlation: 0.921

Tensorflow Dashboard
* Model training
 Model Validation

Interpretation of Results

This deep learning model :

allows effective prediction of - Deployment of Analytic Process
real-estate prices in King : « Application (possibly on a server)
County, Washington, USA. : - Results (possibly shared via server)




Cognition /
Decision

Mental Image

The lab will also provide

other facilities to

support analytics-related

research. Observation /

Feedback Action

These will include:

Internal
Feedback Loop

* Remote-control
cameras for

1 Eye Tracki
observation studi€sS, .iicccevesnseess ye Tracking

* VR/AR for immersive
data visualisation,

Perception of Interaction

Visual Representation

. Eye_tracklng
equipment to study
the impact of visual
representation on
collaborative

Visual Representation
External
Feedback Loop

i Data Model
problem-solving and ® ® o ata Mode
decision-making.

A Control
E Data Representation /
Mediati E Prediction
ediating .
Feedback Loop *

World Phenomena
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NVIDIA.

ANACONDA f ) rapid
TensorFlow

DEAKIN BUSINESS SCHOOL

ADVANCED ANALYTICS AND
DEEP LEARNING

* Rens Scheepers We are currently The initial applications and research will

« Jacob Cybulski working towards the  include commercial image classification,
* Bardo Fraunholz development of the social media sentiment analysis, analysis
 Lemai Nguyen capacity to deploy of financial reports and stock market

» Dilal Saundage deep learning predictions.

» Lasitha Dharmasena solutions to be used

» Scott Salzman effectively by our Interactive data visualization will assist

» Ali Tamaddoni colleagues and exploration of data and interpretation of

« Mory Namvar business partners. results.





https://thenewstack.io/deep-learning-neural-networks-google-deep-dream/

