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To capture the essence of 
information in the moment of time

PRINCIPLES OF TEXT VISUALISATION:
TEXT REPRESENTATION, EXPLORATION AND INSIGHT GENERATION
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RESEARCH: 3D VISUALISATION
INTERACTIVITY AND COLLABORATION
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Custom-built environment:
Visual Analyst 3D (Unity 3D / C#)

https://www.youtube.com/watch?v=8Qp6YAUS6IQ&index=1&list=PLTNk8YAaQSkrA-vlo1P6lSJnGih15tbhu
https://www.youtube.com/watch?v=8Qp6YAUS6IQ&index=1&list=PLTNk8YAaQSkrA-vlo1P6lSJnGih15tbhu


TEXT MINING and TOOLS
WHY TEXT?

Open Source
• KH Coder

• Carrot2

• RapidMiner, KNIME, Orange

• R and Python

• And more…

Commercial
• Leximancer

• IBM SPSS Modeler

• SAS Enterprise Miner

• Microsoft Cortana Intelligence

• And more…

Topic Modelling

with R

Foam Trees

with Carrot 2

Term Clusters

with Leximancer

Twitter Analysis

with Python

Association Rules

with RapidMiner

However much can 
be done with some 
of the off-the-shelf 
visualisation tools



QUESTION

How can data mining and data visualization 
assist analysis of interview transcripts?

KH Coder (Koichi HIGUCHI, Ritsumeikan University)
Gephi (Gephi Consortium)



FREE TEXT

At the beginning there was text.

And the text was without form, and void; and darkness was 
upon the face of the data analyst…

Interview with Daniel

Facilitator: So what's your role here?  What type of tasks and jobs do 
you do?

Daniel: So, data analyst is my role and a lot of times it's dealing with 
clients about knowing and finding out exactly what they want to 
report on and helping them and engaging them with tools.  So, the 
tools we're using currently are ProcureTrak or Omniscope, and that's a 
data visualisation tool.  And so it's a lot to do with client relationship but 
also, obviously, with their data.  So, it's pretty much end to end - so, get 
the data from them, go through the data, put some business rules 
around the data, see what type of reports they want, giving them 
back the reports seeing if that's what they want to see or if they want 
to see something else.  So adjust the reports based on what they want 
to see.

… and 5891 more paragraphs of this kind in 27 interviews …



KH CODER

• KH Coder was developed by 
Koichi Higuchi, at Ritsumeikan
University, Japan.

• It is a free software for quantitative 
analysis of text.

• While it was originally developed 
for Japanese language, it is also 
available for the analysis of text in 
English, French, German, Italian, 
Portuguese, Spanish, Russian, 
Chinese (simplified) and Korean.

• It has a rich suite of tool for lexical 
analysis, as well as, document and 
term analysis and visualisation.

• It includes the following features:

• Lexical analysis of text

• Statistical reports

• Correspondence analysis

• Multi-dimensional scaling

• Term clustering and analysis

• Bayesian modelling and 
classification



UNIT OF ANALYSIS:
DOCUMENTS AND TERMS

The first step in text analytics 
is to decide on your unit of 
analysis:

• Sentence

• Paragraph

• Interview

• Record

We often call our chosen unit 
of analysis document

Each document is then 
parsed and split into words 
and the words are changed 
into a standard form, known 
as “stem”, “root” or “lemma”

We will call it a term

A common representation of 
documents is in the form of 
vectors of term frequencies

Such vectors could be huge!

Sentences

Paragraphs

Interviews



Term parts of speech and frequency table TEXT UNITS 
CHARACTERISTICS

As a side effect of the initial analysis 
we have access to lexical attributes 
of every term which appeared in 
each document. We also have 
vector representation of each 
document. 

More importantly:

• Based on what terms appear in 
each document we can judge the 
documents similarity.

• Based on what documents the 
terms appear in we can also judge 
the terms similarity.

Documents, paragraphs or sentences 
can also be analysed for the co-
occurrence of terms.

The statistics about text units can be 
used to define their “similarity” or 
“correspondence” (e.g. TF-IDF, term-
context or entropy), which in turn can 
be interpreted as their distances.

Text units can then be visualized as 
points in multidimensional space.

Term-to-term “context” distance 



TEXT VISUALISATION

• At this point any collection of 

documents can be represented as a 

space of term vectors.

• Each of those terms defines a variable 

value, which can indicate frequency of 

that particular term in a document.

• Term frequencies are often weighted 

against the term frequency across all 

documents (TF-IDF) or they are 

transformed into entropy measures.

• There can be a very large number of 

term-variables, possibly up to 20,000.

• The purpose of text visualization is to 

transform this vector space and reduce 

its dimensionality so that it could be  

displayed in 2 (planar) or 3 (spatial) 

physical dimensions, plus a number of 

perceptual dimensions, using colour, 

density, texture, transparency, etc.

A number of mathematical and 
computational methods can assist in this 
process, e.g.

• Principal component analysis (PCA)

• Singular value decomposition (SVD)

• Multi-Dimensional scaling (MDS)

• Correspondence analysis (CA)

• Non-linear dimensionality reduction (NLDR)

• Manifold learning algorithms

• Projection-based dimensionality reduction

• Clustering techniques



CORRESPONDENCE 
ANALYSIS

Cross-tabulation of documents vs. term 
frequency allows calculation of Chi-Squared 
distance between terms, which can be used in 
singular value decomposition to identify planar 
coordinates of terms and documents.

The same approach can be 
used to assess similarity of terms 
(black), as well as, documents or 
their groups (red).

Spatial 
proximity of 
terms in 2D 
provides an 
intuition of 
their similarity.

Clusters of 
spatially close 
terms give an 
intuition of 
terms forming 
larger topics.

Note that 2D 
projection 
simplifies term 
relationships 
and its quality 
is assessed as 
a % of the 
total inertia.

What interviewees do

What stakeholder 

groups are 

concerned with



TERM
CO-OCCURRENCE

Term co-occurrence in a sentence or 
paragraph, provides a unique insight 
into their direct relationship and creates 
a visual narrative capturing in a very 
succinct form pages and pages of text.

This chart is produced by using a 
method of force directed graph 
drawing, which defines attraction and 
repelling forces between data points, 
which aim to iteratively reposition the 
points to minimize the network energy.



MULTIDIMENSIONAL 
SCALING

• Unlike correspondence and co-
occurrence analysis, 
multidimensional scaling aims to 
reduce dimensionality of 
geometric spaces.

• The method uses an algorithm 
that tries to re-arrange all points 
in multi-dimensional space with 
an aim to fit (squeeze) them into 
a required number of 
dimensions.

• The distances between all points 
measure their similarity or 
dissimilarity and is given using 
some well-known metrics (e.g. 
Euclidean, Cosine or Jaccard).

• The best configuration is trying to 
approximate the original 
distances between data points 
in such a way as to minimize a 
“stress” function (e.g. metric, 
Kruskal’s non-metric or Sammon
mapping method).

• If the target dimension is 1, 2 or 3, 
we can visualize the resulting 
scaled-down space.

• Data clustering could be used 
for chart colouring.



CLUSTER ANALYSIS

Data clustering can be used 
very effectively to:

• reduce data dimensionality, 
and 

• understand relationships 
between terms and/or 
documents

There are many different 
approaches to creating term 
(or document) clusters, which 
result in hierarchical or flat 
group structures.

The advantage of hierarchical 
clusters is that they provide a 
navigable visual structure of 
the subject domain.

The disadvantage of all 
clustering methods is that they 
are sensitive to clustering 
parameters, such as the 
metric in use or the target 
number of clusters.

Clustering 1 using 

Jaccard measures
Clustering 2 using 

Cosine measures

Clustering 

Effectiveness



GEPHI VISUALISATION

When a matrix of term-to-term (or document) 
measures have been calculated it is possible 
to use it within a specialized data visualization 
software, such as Gephi.

Gephi provides functionality to apply 
multiple layouts to networks of 
nodes inter-linked with edges.

Nodes and edges can be displayed
with numerous visual attributes.

The following charts have been produced 
by applying a Circular (left) and ForceAtlas
(above) layouts. Each layout provides a set 
of parameters to alter the chart 
construction and its appearance.



ANSWER & REFLECTION

• Analysis of interview transcripts relies primarily on data mining 
techniques, such as:
• text parsing, 
• identification of terms of interests, 
• vector representation of documents, and 
• analysis of relationships between documents and terms. 

• Visualisation of results is based on various mathematical 
methods of dimensionality reduction. 

• It assists understanding of vast amount of text data in 
succinct form. 

• However, it is important to be aware that visualization 
simplifies text data and in the processes may omit or even 
falsify some data.

How can data mining and data visualization 
assist analysis of interview transcripts?



QUESTION

How can data mining and data visualization 
assist analysis of text fields stored in a 

database of structured records?

RapidMiner Studio

SAS Enterprise Miner



CASE 1:
WIKILEAKS AFGHAN WARS

• On 25th July 2010 WikiLeaks 
released over 91,000 reports 
called the Afghan War Diary, 
covering the war in Afghanistan 
from 2004 to 2010

• The reported data describes US 
military actions, intelligence 
information, meetings with 
political figures, and other details

• We will use a subset of these 
documents (75,000) to predict 
likelihood of civilian casualties 
from events’ textual description, 
whether completed and reported 
or just planned

• Wikileaks documents are in the 
open data domain. They have 
been redacted and contain no 
sensitive information

• The first step in this endeavour is 
to process textual descriptions in 
each of the Wikileaks records and 
understand what the body of all 
documents describe.

Sample record 
from the Afghan 
Wars document 

corpus



RAPIDMINER STUDIO

19

Process

Correlation

Performance

Regression
Formula

Prediction

Coefficients

RapidMiner



DOMAIN EXPLORATION -
ASSOCIATION RULES

Instead we will use association rules 
(commonly used in Market Basket Analysis) 
to identify co-occurring terms and 
generate associations between these 
terms. We will visualize these associations 
to gain new domain insights.

RapidMiner has some great tools for 
text analysis. However, it has no tools for 
text visualization.



RECONSTRUCTING 
EVENTS

Topics: planning 
with district officials 
(yellow), 
preparation of the 
area (blue), 
engagement with 
the enemy (red), 
clearing explosives 
(green), dealing 
with casualties 
(purple).

KKLayout



DRILLING INTO DETAILS

Exploring finer 
details: direct 
contact with the 
enemy

FRLayout

We can further 
extend the 
analytic process 
to create a 
predictive 
model of civilian 
casualties.



CASE 2:
WORKERS COMPENSATION CLAIMS

• This case aims at predicting the 
possibility of a legal case to recover 
money (subrogation) from negligent 
employers when workers suffered injury 
at work

• A data source of previous workers 
compensation claims have been 
provided

Sample records from the Workers 
Compensation Claims

• Part of the data is structured and part 
of it is in text , i.e.  unstructured form

• Both types of data need to be used 
when creating a predictive model

• A file of new claims has also been 
given for scoring



MODEL DEVELOPMENT 
AND EVALUATION

• Process text to create 
new variables derived 
from document terms. 

• Use these new variables 
to create a number of 
classification models for 
workers compensation 
claims. 

• Compare the models 
based on their validation 
results.

SAS Enterprise Miner

Text

No Text

False

Neg



ANALYSE TEXT 
ASSOCIATIONS & 

CLUSTERS

We can now explore text clusters, analyse term 
associations, inspect text topics, evaluate a 
model based on structured and text data, and 
use it in prediction.Term

clusters

Terms associations

All vars

clusters



IMPACT OF TEXT 
VARIABLES

• As can be seen from the previously 
shown results, the best model was a 
decision tree using a combination of 
structured data and text.

• Data clustering and segmentation 
identify three variables that are the 
most important in isolating two most 
important clusters (also prediction 
target) are in fact all derived from 
text.



ANSWER & REFLECTION

How can data mining and data visualization 
assist analysis of text fields stored in a 

database of structured records?

• Analysis of text accompanying structured information (stored in 
databases) aims primarily to:

• convert text into variables derived from terms, 
• create models using a combination of all variables, 
• visualise these models with a view to understand data, and 
• use the created models for other analytic tasks. 

• As text is a very rich medium, models created with text often 
perform better than those relying on structured data only. 

• Visualisation of textual data is used commonly to improve the 
creation of new text-based variables.

• Visualization of data that incorporates text and structured 
information assist improvement of predictive models, as well as, 
understanding of the subject domain and prediction results.



FUTURE TRENDS
PROJECTIONS FROM IEEE VIS’2016

Text streaming and flowing (e.g. Twitter)
by Shixia Liu and students, Tsinghua University

Topic panoramas
by Shixia Liu and students, Tsinghua University

Documents Compass
by Florian Heimerl, Markus John, Qi Han and Steffen Koch
Universität Stuttgart 

Information diffusion and propagation
by Siming Chen et al, Peking University

Analysis of dynamic text in 
complex social contexts



SUMMARY & REFLECTION

The main purpose of text visualisation is to make sense 
of the domain of discourse the text represents.

The first tasks in the process of text visualization is in its 
parsing and representation in a structured form – usually 
as a space of term vectors. 

The main problem of this representation is in its very 
high dimensionality (often over 20,000).

To make this information useful for both visualization 
and analytics various dimension reduction techniques 
are applied.

For the purpose of text visualization the most commonly 
used methods include correspondence analysis, multi-
dimensional scaling, co-occurrence analysis, as well 
as, cluster analysis.

There are many algorithmic methods of data 
visualization, such as force-directed graphs, which are 
based on iterative optimization techniques.

Data visualization requires a very significant effort in 
understanding and representing data, developing 
analytic solutions and then creating a visual form.

There are many deep theoretical questions related to 
data (including text) visualization, some relarted to data 
representation, some to mathematical methods, others 
in the area of human cognition, which need to be 
pursued.

Recent projects

Teaching Data Analytics (OLT)
Sensemaking and Legitimisation (ICAA)
Larger study of IVA sensemaking
Study comparing 2D and 3D IVA
Collaborative analytics

Current and future work

Virtual reality analytics
Dynamic data and text
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IVA

APPENDIX:
INTERACTIVE VISUAL ANALYTICS

IVA serves 
different 
purposes for 
different 
audiences

Visual
Analyst

Data
Analyst

Problem
Analyst

Data

Domain

Problem
Domain

General
Domain

Representation

Reporting

Metaphor

Narrative

Shared
Mental States

Shared
Understanding

Interaction

Visualization

Analyst’s Mind

(KH Coder)

Musical Genres

(Gephi)

WikiLeaks Files

(RapidMiner)

Movie Tickets

(WWT/Lasyerscape)

Vic Accidents

(Unity 3D)

Persistence of Music

(JavaScript/D3)


